A Computational Study of the Aerodynamics and Aeroacoustics of a Flatback Airfoil Using Hybrid RANS-LES

Christopher Stone*
Computational Science & Engineering, Athens, GA, 30606, USA
Matthew Barone†
Sandia National Laboratories, Albuquerque, NM, 87185-1124, USA
C. Eric Lynch‡ and Marilyn J. Smith§
Georgia Institute of Technology, Atlanta, Georgia, 30332-0150, USA

This work compares the aerodynamic and aeroacoustic predictions for flatback airfoil geometries obtained by applying advanced turbulence modeling simulation techniques within Computational Fluid Dynamics (CFD) methods that resolve the Reynolds-Averaged Navier-Stokes (RANS) equations of motion. These flatback airfoil geometries are designed for wind turbine applications. Results from different CFD codes using hybrid RANS-LES and RANS turbulence simulations are correlated and include analysis with experimental data. These data comparisons include aerodynamic and a limited amount of aeroacoustic results. While the mean lift prediction remains relatively insensitive across many simulation techniques and parameters, the mean drag prediction is dependent on both the grid and turbulence simulation method. Aeroacoustic predictions obtained from post-processing of the airfoil surface pressure agree reasonably well with experimental data when consistent boundary layer tripping is used for both the simulation and experimental configuration.

Nomenclature

\begin{align*}
a & \quad \text{Speed of sound} \\
c & \quad \text{Chord, m} \\
C_d & \quad \text{Sectional drag coefficient} \\
C_D & \quad \text{Total drag coefficient} \\
C_l & \quad \text{Sectional lift coefficient} \\
C_L & \quad \text{Total lift coefficient} \\
c_p & \quad \text{Specific heat due to constant pressure} \\
C_p & \quad \text{Pressure coefficient} \\
d & \quad \text{Distance to the wall} \\
e & \quad \text{Specific internal energy} \\
f & \quad \text{Frequency of vortex shedding, 1/s} \\
h & \quad \text{Base length of the flatback airfoil trailing edge, m or enthalpy} \\
i, j, k & \quad \text{Unit vectors in the x,y,z directions}
\end{align*}
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\( k \) Turbulent kinetic energy  
\( l \) Length  
\( M \) Mach number  
\( N \) Number of grid points  
\( p \) Pressure  
\( Pr_L \) Laminar Prandtl number, \( Pr_L = c_p \mu/\kappa \)  
\( q \) Heat flux vector  
\( R \) Distance from sound source to observer, m  
\( R_{LL} \) Lift fluctuation correlation function  
\( Re \) Reynolds number  
\( St \) Strouhal number, \( St = f h/U_\infty \)  
\( t \) Time, s  
\( T \) Temperature  
\( u, v, w \) Velocity in the x, y, z directions  
\( x, y, z \) Cartesian coordinate system in the stream, normal and span directions  
\( Z \) Spanwise extent of the computational domain  
\( y^+ \) Dimensionless sublayer-scaled distance, \( u_T y/\nu \)  
\( U \) Velocity  
\( \alpha \) Angle of attack, degrees (°)  
\( \Delta \) Local grid cell size or change in quantity  
\( \lambda \) Acoustic wavelength  
\( \mu \) Molecular viscosity  
\( \mu_T \) Eddy viscosity  
\( \Lambda \) Spanwise lift correlation length  
\( \omega \) Vorticity  
\( \rho \) Density  
\( \sigma \) Centroid of correlation function  
\( \tau_{ij} \) Reynolds shear stress tensor  
\( \theta \) Angle, as defined in text  
\( \omega \) Vorticity  

**Subscripts and Superscripts**  
\( i, j, k \) Tensor directions  
\( l \) Length  
\( rms \) Root mean square  
\( sgs \) Subgrid-scale  
\( tot \) Total  
\( T \) Turbulent  
\( (.)' \) Fluctuating term for a time-averaged quantity  
\( (.)'' \) Fluctuating term for a Favre-averaged quantity  
\( \overline{(.)} \) Mean quantity  
\( (.) \) Mass-averaged quantity  
\( \infty \) Free stream  

**Abbreviations**  
CFD Computational Fluid Dynamics  
DES Detached Eddy Simulation  
GT–HRLES Georgia Tech hybrid RANS/LES turbulence method  
HRLES Hybrid RANS/LES  
LES Large Eddy Simulation  
RANS Reynolds-Averaged Navier-Stokes
I. Introduction

A specific barrier to widespread wind turbine deployment, especially in densely populated areas, is the high level of flow-generated noise. To ensure that wind energy can attain appreciable deployment in such areas, aeroacoustic (i.e., aerodynamically generated) noise must be reduced, while maintaining optimal turbine performance. The achievement of these two technical goals will permit the expansion and new development of wind power resources in areas near population centers.

The problems of maintaining or improving performance while reducing the aeroacoustic noise cannot be tackled as separate goals, as they are inherently coupled. For example, the design of quieter turbines could permit higher turbine tip-speeds, which in turn can improve performance. There are many different sources of aeroacoustic noise in a full-scale wind turbine configuration, which are driven by the unsteady aerodynamic flow field. For utility-scale wind turbines, (1) turbulent inflow noise, (2) turbulent boundary layer trailing edge noise and (3) blunt trailing edge vortex shedding noise are the primary sources of aerodynamic noise. Turbulent inflow noise is due to turbulent flow/leading-edge interaction, while turbulent boundary layer trailing edge noise is due to scattering of fluctuations in the turbulent boundary layer by the trailing edge. Blunt trailing edge vortex is a narrow-band noise source that results from organized shedding of vorticity in the wake of a blunt trailing edge. It is clear that accurate characterization of the local unsteady aerodynamic flow field is key to predicting, understanding, and ultimately reducing the aeroacoustic noise.

With respect to the performance goals, it is well known that the power generating potential of a given turbine increases proportionately with the rotor disk area. To this end, designers have been investigating new wind turbine configurations with ever longer blades. To reduce the overall rotor weight and the resulting drive-train stress associated with these longer blades, light-weight, composite airfoils are being deployed. To maintain the necessary structural integrity and longevity, airfoils with trailing edges that are significantly thickened or even blunted have been studied. The complex, bluff-body nature of these airfoils, commonly known as flatback airfoils due to their trailing-edge shape, comes with penalties including increased drag and aeroacoustic noise. Recently, Berg and Zayas investigated both the aeroacoustic noise and aerodynamic performance of a flatback airfoil design in a series of anechoic wind-tunnel experiments. Similar performance studies of flatback airfoils have also been investigated experimentally and numerically. Low-fidelity (potential) aerodynamic models are not adequate to properly predict the strength and location salient aerodynamic phenomena for these wind-turbine airfoils. Existing empirical estimates for the noise generation do not account for thicknesses greater than 1% of chord, complicating the design of new wind turbines.

Computational fluid dynamic (CFD) modeling of wind turbines is desirable as a design and research tool for both conventional as well as these flatback airfoils, but it is limited because of the difficulties encountered in accurately predicting the aerodynamic flow field features (e.g., turbulent inflow, separation) that are key to the performance and noise predictions. Wind turbines routinely operate at a wide disparity of local Reynolds numbers \((Re)\) that can reach values of \(Re > 10^7\) near the rotor tips. The ratio of the largest-to-smallest turbulence scales is proportional to \(Re^{9/2}\). As a consequence, a fully-resolved simulation (e.g., Direct Numerical Simulations (DNS)) for design and analysis of wind turbines (or even the airfoils) is not practical for the foreseeable future, without the aid of massively parallel computational hardware. To reduce the computational costs, attempts are made to statistically model the effects of these turbulent scales, while numerically simulating the mean flow field. The turbulence models are tuned utilizing a number of different classic test cases, none of which include the unsteady, rotational configurations found in wind turbines. This traditional method, CFD or Reynolds Averaged Navier-Stokes (RANS) CFD, applies these empirical models to all turbulence length- and time-scales, resulting in a steady-state prediction of the macroscopic flow field. Under specific time-scale conditions, an unsteady solution for the slowest time-scales (URANS) is possible. Despite their wide usage, these models are overly dissipative and are poorly suited for predicting unsteady, separated flow typically encountered at high wind speeds (i.e., high angle-of-attack) and near the rotor.
hub (bluff-body)\textsuperscript{9–11} where viscous-induced separation is dominant. Furthermore, due to their steady-state nature, direct acoustic predictions derived from RANS are questionable. These restrictions considerably limit RANS’s predictive potential for wind turbine design and analysis.

Large-Eddy Simulation (LES) methods are an alternative technique to RANS and DNS. Unlike RANS, LES exactly simulates the larger, energy-containing length scales and reverts to phenomenological/empirical modeling only at length-scales smaller than the local grid resolution.\textsuperscript{12, 13} By directly resolving the most energetic eddies in both time and space, LES can capture the unsteadiness found in separated flows more realistically. However, for LES to be applicable, the grid resolution must be sufficiently refined so that its scaling cut-off will capture eddies in the inertial sub-range. In this regime, the turbulence statistics are considered more universal and less dependent on the geometry of the flow.\textsuperscript{14, 15} Unfortunately, the inertial sub-range requirement makes LES an expensive albeit tractable (with sufficient parallel processing) simulation method.

Unfortunately, the flow around a wind turbine has an extremely high Reynolds number (typically, on the order of several millions) and is geometrically complex (e.g., rotating turbine with twisted blades). Even with the computational savings offered by LES, the effective cost remains far too high for design-level CFD studies. As a compromise, hybrid modeling approaches combine near-wall RANS models with LES methods where the turbulent eddy scale disparities are less severe. This methodology can be implemented in existing LES and RANS codes. Most engineering-based applications typically modify an existing RANS code so that it will employ the LES model in separated flow regions. One of the first, and most commonly used hybrid approach is Detached-Eddy Simulation (DES).\textsuperscript{12, 16} In this approach, the Spalart-Allmaras one-equation or \( \kappa - \omega \) SST RANS model is used in wall-bounded regions and then transitions to a Smagorinsky\textsuperscript{17} eddy-viscosity model.

In the remainder of this work, a series of numerical simulations mimics some selected configurations of the experiments conducted with a flatback version of the DU97-W-300 airfoil reported in.\textsuperscript{6, 18} These numerical simulations are conducted using different existing RANS CFD codes with two hybrid RANS-LES turbulence simulation methods. These results are correlated with aerodynamic loads (e.g., integrated lift and drag forces) and turbulence statistics in the wake. The simulated turbulence data are used to estimate the blunt trailing edge vortex-shedding noise and compared to the experimental acoustic measurements of the vortex-shedding tone.

II. Hybrid RANS/LES Turbulence Simulation Techniques

Recent research efforts\textsuperscript{19, 20} indicate that advanced turbulence simulation techniques in the guise of hybrid RANS/LES methods show some promise in bridging the gap between RANS and LES computational techniques. It has been postulated\textsuperscript{19} that hybrid techniques in legacy CFD codes should capture the largest scales wherever grid resolution is sufficient to support LES. Thus even coarse grids, more suitable for Very-Large LES (VLES), should be more representative of the flow physics than RANS simulations on comparably-sized grids.

The compressible Navier-Stokes equations, when Favre-averaged (mass-averaged), can be mathematically expressed as:
\[
\frac{\partial \rho \bar{u}_i}{\partial t} + \frac{\partial \rho (\bar{u}_i \bar{u}_j)}{\partial x_j} = 0
\]

\[
\frac{\partial \rho}{\partial t} (\bar{v}_i + 0.5 \bar{u}_i \bar{u}_j) + \frac{\partial \rho (\bar{v}_i \bar{u}_j)}{\partial x_j} = \frac{\partial \rho}{\partial t} \left( -q_L + \bar{u}_i \bar{v}_j - \frac{\partial}{\partial x_j} (0.5 \rho \bar{u}_i \bar{u}_j) \right)
\]

\[
+ \frac{\partial}{\partial x_j} \left[ -\tilde{u}_j \bar{u}_i \bar{u}_j + \tilde{u}_j 0.5 \rho \bar{u}_i \bar{u}_j - \rho \bar{u}_i \bar{u}_j \right]
\]

(1)

As a result of the averaging process, a Reynolds-stress tensor \((\bar{\rho} \tau_{ij} = -\rho \bar{u}_i \bar{u}_j)\) appears that requires closure. The turbulent kinetic energy \((k)\) can then be defined as \(\rho k = 0.5 \rho \bar{u}_i \bar{u}_j\). Favre-averaging also gives rise to the turbulent heat flux \((q_{T,i} = \rho \bar{u}_i \bar{h})\) and the rate of turbulent dissipation \((\rho \varepsilon = \sigma_{ji} \rho \bar{u}_i \bar{u}_j)\). For flows up through the low supersonic regime, the molecular diffusion and turbulent transport terms \((\sigma_{ji} \rho \bar{u}_i \bar{u}_j - \rho \bar{u}_j \rho \bar{u}_i \bar{u}_j)\) are typically ignored.\(^{21}\)

\[
\frac{\partial \rho \bar{v}_i}{\partial t} + \frac{\partial \rho (\bar{v}_i \bar{v}_j)}{\partial x_j} = 0
\]

\[
\frac{\partial}{\partial t} (\rho \bar{u}_i) + \frac{\partial}{\partial x_j} (\rho \bar{u}_i \bar{u}_j) = -\frac{\partial \rho}{\partial t} + \frac{\partial \rho}{\partial x_j} (\bar{\rho} \tau_{ij})
\]

\[
+ \frac{\partial}{\partial x_j} \left[ -\tilde{u}_j \bar{u}_i \bar{v}_j + \tilde{u}_j \rho \bar{u}_i \bar{v}_j - \rho \bar{u}_i \bar{u}_j \right]
\]

(2)

If symmetry is assumed, the Reynolds-stress tensor yields six unknowns that are approximated using models about the behavior of the fluctuating correlations, \(\bar{u}_i \bar{u}_j\). These approximations yield the set of RANS turbulence models, ranging from algebraic to two-equation techniques. It was previously noted that the current practice is to assume the Boussinesq approximation, which can be utilized to relate the fluctuations to an eddy viscosity, \(\mu_T\):

\[
\bar{\rho} \tau_{ij} = 2 \mu_T \left( S_{ij} - \frac{1}{3} \frac{\partial \bar{u}_k}{\partial x_k} \delta_{ij} \right) - \frac{2}{3} \rho k \delta_{ij}
\]

Similarly, the turbulent heat flux vector can be related to the eddy viscosity, \(\mu_T\), via proportionality to the mean temperature gradient:

\[
q_{T,i} = -\frac{\mu_T}{Pr_T} \frac{\partial \bar{T}}{\partial x_j} = -\frac{\mu_T \epsilon_p}{Pr_T} \frac{\partial \bar{T}}{\partial x_j}
\]

(4)

that introduces the turbulent Prandtl number, \(Pr_T\), which can be either constant or variable, depending on the application. Finally, the rate of turbulent dissipation can be expressed as

\[
\rho \varepsilon = \rho \mu [2 S_{ij} S_{ij}'' - \frac{2}{3} u_{kk} u_{ii}'']
\]

(5)

As previously discussed, LES directly captures the large turbulence eddies as part of the solution of the Favre-averaged Navier-Stokes equations, relegating the smaller turbulence eddies to be modeled. In order to separate these effects, in addition to the averaging process, the variables in the equation of motion should
also be filtered (typically referred to as Favre-filtering) to obtain the small or subgrid scale (sgs) turbulence. These filtering techniques are discussed in Wilcox.\textsuperscript{21}

The hybrid RANS/LES methods are developed by computing these closure quantities for both RANS and LES, and then combining them via either zonal and blended approaches. In the zonal approach, the RANS model provides the near-wall model and the matching interface with the outer LES simulation is defined arbitrarily \textit{a priori} to the simulation. In the blended approach, the hybrid simulation smoothly combines compatible forms of the LES and RANS equations, again using the RANS model to resolve the near-wall flow. Here, a blending function smoothly combines the RANS turbulent kinetic energy and subgrid kinetic energy.

Two blended RANS/LES approaches were applied in this paper: DES and GT–HRLES. A short description of both is provided, along with seminal references, for the convenience of the reader.

A. Detached Eddy Simulation

The Detached Eddy Simulation (DES) is a hybrid scheme in which an existing single RANS turbulence model, typically the Spalart-Allmaras or Menter $k - \omega$ SST models, is utilized in both its RANS sense and as a subgrid model. The RANS model is used in its original sense close to the wall, within turbulent attached boundary layers, while in separated regions where the grid spacing is smaller than the turbulent zone or layer, the model acts as a filter similar to classic LES subgrid scale (sgs) filters. The distance from the wall, $d$, in classic RANS models is replaced by a modified distance from the wall, $\overline{d}$, which is defined as

$$\overline{d} = \min(d, c_{DES} \Delta)$$

where $\Delta$ is the length of the largest side of the cell ($\max(\Delta x, \Delta y, \Delta z)$) and $c_{DES}$ is an empirical constant, usually taken to be 0.65.

The sgs model based on the use of $\overline{d}$ is simplistic, but the results using the DES is directly coupled to the grid size. Thus, care must be taken in grid generation as large aspect ratio cells in any direction will impact the efficacy of the solution. As many RANS grids routinely apply large aspect ratio cells (typically in the span direction along a wing), these existing grids may not provide dramatically improved results with DES.

B. GT–HRLES

Another blended hybrid RANS/LES approach,\textsuperscript{20,22} denoted as the GT–HRLES method, combines the two-equation $k - \omega$ RANS model with a one-equation sub-grid turbulence kinetic-energy model (i.e., $k$-equation). This approach has been successfully applied to dynamically pitching airfoil simulations\textsuperscript{22,23} and for wind-turbine blade simulations,\textsuperscript{24} and it has recently been initially extended\textsuperscript{25} for application with unstructured grid methodologies.

The closure information exchange for this model occurs via the turbulent kinetic energy, $k$. In this work, the RANS turbulence model applied is the Menter $k - \omega$ SST turbulence model,\textsuperscript{26} based on its success in similar CFD applications of interest.\textsuperscript{27–29}

The Menter $k - \omega$ SST turbulence model solves two differential equations that describe the turbulent kinetic energy, as well as an approximation for the length scale based on the dissipation per unit turbulent kinetic energy, $\omega$. These equations are given by:

$$\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_j} (\rho u_j k) = \tau_{ij}^{\text{rans}} \frac{\partial u_i}{\partial x_j} - \beta^* \rho \omega k + \frac{\partial}{\partial x_j} \left[ (\mu + \sigma_k \mu_T) \frac{\partial k}{\partial x_j} \right]$$

$$\frac{\partial}{\partial t} (\rho \omega) + \frac{\partial}{\partial x_j} (\rho u_j \omega) = \frac{\gamma \rho}{\mu_T} \tau_{ij}^{\text{rans}} \frac{\partial u_i}{\partial x_j} - \beta \rho \omega^2 + \frac{\partial}{\partial x_j} \left[ (\mu + \sigma_\omega \mu_T) \frac{\partial \omega}{\partial x_j} \right] + 2(1 - F_2) \rho \sigma_\omega \frac{1}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j}$$

where the \textit{rans} superscript is used to denote the use of the Reynolds-averaged Reynolds-stress tensor. Menter\textsuperscript{26} indicates that the production terms ($\tau_{ij}^{\text{rans}} \frac{\partial u_i}{\partial x_j}$) can be modeled directly with $\mu_T \Omega^2$ where $\Omega$ is the vorticity magnitude defined by $\Omega^2 = (\partial w/\partial y - \partial v/\partial z)^2 + (\partial u/\partial z - \partial w/\partial x)^2 + (\partial v/\partial x - \partial u/\partial y)^2$. \textendnotes
An equation for the subgrid turbulent kinetic energy ($k_{sgs}$) can be expressed as

\[
\frac{\partial}{\partial t} \left( \rho k_{sgs} \right) + \frac{\partial}{\partial x_j} \left( \rho u_j k_{sgs} \right) = \epsilon_{ij} \frac{\partial u_i}{\partial x_j} - C_t \frac{k_{sgs}^{3/2}}{\Delta} + \frac{\partial}{\partial x_j} \left[ \left( \frac{u_j}{P_r} + \mu_{sgs} \right) \frac{\partial k_{sgs}}{\partial x_j} \right]
\]

where $C_t$ and $C_v$ are model coefficients governing the dissipation and production of $k_{sgs}$, respectively. This evolution equation has been successfully utilized by Kim and Menon.\textsuperscript{30} It is worth emphasizing that the RANS $k$-equation solves for the total kinetic energy while the LES $k_{sgs}$ is only modeling that not fully resolved on the computational mesh.

The RANS equations of motion and kinetic energy equation are linearly merged to form the hybrid model based on the recommendations of Baurle et al.\textsuperscript{19} and Speziale:\textsuperscript{31}

\[
\frac{\partial}{\partial t} (\tilde{F}) + \frac{\partial}{\partial x_j} (\tilde{u}_j \tilde{F}) = \frac{\partial}{\partial x_j} (\hat{G}^{trans} + \hat{G}^{src} + \hat{G}^{hybrid} + \hat{G}_{T,src}^{hybrid})
\]

where $\tilde{E} = \{\rho, \rho\tilde{u}_j, \rho E, \rho k\}$ and the right hand side of the equation consists of the original transport ($\hat{G}^{trans}$) and source ($\hat{G}^{src}$) vectors excluding the fluctuating turbulence terms, which have been formulated into new vectors, $\hat{G}_{T,trans}$ and $\hat{G}_{T,src}$ that will be hybridized. The hybridization of the two $\hat{G}_T$ terms occurs via a simple linear formulation $\hat{G}_T^{hybrid} = F\hat{G}_T^{trans} + (1 - F)\hat{G}_T^{sgs}$. The function $F$ which is used as the switch mechanism is $F = \tanh(x^4)$ where $x = \text{max}(\frac{2x_F}{\sqrt{0.0125}} \sqrt{\frac{\mu}{\nu}})$.

In this implementation of GT–HRLES, realizability constraints to maintain physical values of the turbulent kinetic energy are not strictly enforced. Further details of the development of this hybridization technique can be found in Sanchez-Rocha and Menon.\textsuperscript{22} It should be noted that Sanchez-Rocha\textsuperscript{20} has recently published a new version of this model that includes new terms that preserve the consistency of the hybrid equations, and proposes a localized dynamic approach to compute all the model coefficients locally in space and time.

III. Correlation Experiment Description

The numerical results are compared with experiments conducted with a flatback version of the DU97-W-300 airfoil. The airfoil investigated is a flatback version of the Delft University DU97-W-300 airfoil.\textsuperscript{32} The flatback airfoil was created from the original airfoil by adding thickness about the mean camber line over the aft portion of the airfoil, leaving a blunt trailing edge with a thickness of 10% of the chord (see Fig. 1). This airfoil, along with the original DU97-W-300 airfoil, was tested in the Virginia Tech Stability Wind Tunnel and both aerodynamic and aeroacoustic measurements were made.\textsuperscript{6,18} Measurements were also made with a splitter plate with length equal to the flatback base height attached to the center of the base. The airfoil models had a chord of 0.9144 meters and a span of 1.8 meters, allowing measurements at chord Reynolds numbers up to $3.2 \times 10^6$. Measurements were made of the airfoil model profiles, and smoothed versions of the measured flatback profile were used to define the geometry for the numerical simulations. Detailed descriptions of the instrumentation and test setup are available,\textsuperscript{18,33} along with some preliminary results. Included in the data were microphone measurements of the trailing edge vortex-shedding noise for an observer located in the symmetry plane of the airfoil model, at a distance 3.12 meters from the trailing edge and at an angle of 112 degrees from the streamwise ($x$) axis.

IV. Computational Methodologies

A. SACCARA

SACCARA\textsuperscript{31} is a multi-block, structured grid finite-volume code that solves the steady or unsteady compressible Navier-Stokes equations. The nominal flux scheme is the second order Symmetric Total-Variation-Diminishing (STVD) scheme.\textsuperscript{35} The STVD scheme is generally too dissipative for unsteady simulation of turbulent flows, thus the code has been modified to incorporate a low-dissipation version of the STVD
scheme. This low-dissipation scheme employs a wavelet-based flow sensor\textsuperscript{36} to reduce or eliminate numerical dissipation in regions of smooth flow. Time-accurate computations are performed using a $2^{nd}$-order implicit backward difference scheme. Hybrid RANS/LES models available in SACCARA include the Detached Eddy Simulation (DES)\textsuperscript{37} model and the Partially-Averaged Navier-Stokes (PANS) model.\textsuperscript{38}

B. OVERFLOW

OVERFLOW\textsuperscript{39} uses overset, structured grids to solve the flow around complex and moving geometries. This code was chosen since it has been successfully applied to numerous complex, moving body environments such as rotorcraft\textsuperscript{40–42} and to wind turbines.\textsuperscript{43, 44}

OVERFLOW solves the compressible form of the unsteady RANS equations using an implicit, finite-difference approach with overset grids. The method is $1^{st}$- or $2^{nd}$-order accurate in time with $4^{th}$-order central differences for spatial derivatives. The method uses $2^{nd}$- and $4^{th}$-order central difference dissipation terms for stability. The use of overset grids to simulate complicated configurations and moving frames of reference has been in practice for many years and can be considered well-established. Overset grids dramatically reduce the difficulties associated with structured mesh generation for complicated configurations. OVERFLOW employs low Mach number preconditioning to handle numerical difficulties associated with low-speed simulations. A recent advancement for unsteady low Mach preconditioning (ULMP) has been published by.\textsuperscript{45} This method can significantly improved convergence rates for low-speed flows.

The DES model\textsuperscript{37} based on either the Spalart-Allmaras one-equation or Menter $k – \omega$ SST turbulence model is available, and GT–HRLES has been implemented into this version of OVERFLOW.\textsuperscript{28}

C. FUN3D

FUN3D implicitly solves the Reynolds Averaged Navier-Stokes (RANS) equations using node-centered unstructured mixed topological meshes\textsuperscript{46, 47} and has been successfully utilized for a number of applications that encompass the aerospace spectrum.\textsuperscript{48, 49} FUN3D can resolve the RANS equations for both compressible and incompressible\textsuperscript{50} flows. Steady state solutions are obtained using a $1^{st}$-order backward Euler scheme with local time stepping, while time accurate solutions utilize the $2^{nd}$-order backward differentiation formula (BDF). The resulting linear system of equations is solved using a point-implicit relaxation scheme. The Roe flux difference splitting technique\textsuperscript{51} is utilized to calculate the inviscid fluxes on the control volume faces, while viscous fluxes are computed using a finite volume formulation that results in an equivalent central difference approximation.

The DES model\textsuperscript{37} based on the Spalart-Allmaras one-equation turbulence model is available within FUN3D and the GT–HRLES method has been extended for unstructured topologies and implemented into FUN3D.\textsuperscript{25}
V. Computational Setup

A series of 2-D and 3-D simulations have been conducted on the DU97W300 flatback airfoil at an angle-of-attack ($\alpha$) of 4° and 10°. These simulations are repeated with a splitter-plate attached at the trailing edge. The splitter-plate is intended to alter the vortex shedding properties.

A. SACCARA

For the computations discussed in this work, SACCARA solutions were computed using the original DES hybrid model, based on the one-equation Spalart-Allmaras turbulence model. The STVD scheme was used upstream of the trailing edge, while the wake region was computed using the low-dissipation scheme. Initially, a steady, two-dimensional RANS solution was found using the STVD scheme in the entire domain. The unsteady simulation was then initiated, using the low-dissipation scheme downstream of the trailing edge. The initial transient induced by the change in numerical schemes was sufficient to trigger vortex-shedding in the wake.

The SACCARA simulations were run on a series of grids with varying spanwise domain width $Z$ and number of spanwise grid cells $N_z$. Each two-dimensional spanwise section of the grid was a C-grid containing 400 cells along the airfoil surface, 188 grid cells normal to the upper and lower surfaces, 120 cells across the airfoil base, and 300 cells in the streamwise direction downstream of the trailing edge. This resulted in $2.24 \times 10^5$ total grid cells in each two-dimensional section. The wall-normal grid spacing at the upper and lower surfaces was $\Delta/c < 2.9 \times 10^{-6}$, resulting in a $y^+$ value for the first grid cell off the wall of less than 0.4 for the RANS solutions. The outer boundary of the domain extended to at least 50$c$ in all directions. Spanwise periodic boundary conditions were applied for all simulations. The trailing edge region of the grid is pictured in Figure 2.

![Figure 2. Grid used for SACCARA simulations, with trailing edge detail.](image)

Both steady RANS and unsteady DES simulations were run with SACCARA at a Reynolds number of $Re_c = 3 \times 10^6$ and a Mach number of 0.17. The time step used for all unsteady SACCARA results was $\Delta t U_{\infty}/c = 5 \times 10^{-4}$. This resulted in the dominant sinusoidal vortex shedding period being resolved by approximately 1000 time steps. For each physical time steps a total of 15 subiteration steps were taken.

Boundary layer transition was specified at $x/c = 0.05$ on the upper surface and $x/c = 0.10$ on the lower surface for all simulations. In SACCARA this was accomplished by explicitly setting the eddy viscosity to zero upstream of the transition locations.

B. OVERFLOW

All simulations are conducted with a free-stream Mach number ($M$) of 0.2 and a Reynolds number (Re) of approximately 3 million. All simulations are assumed to be fully turbulent with fixed transition points.
located at 0.05 and 0.1 x/c from the leading edge on the suction and pressure sides respectively.

Along the airfoil surface, a no-slip, rigid, adiabatic wall condition is enforced. A free-stream characteristic boundary condition is imposed at the far-field boundary located 50c from the surface in the normal and streamwise directions. A spanwise periodic boundary condition is imposed for all 3-D simulations. The spacing in the periodic direction is uniform with a spanwise extent of 1c using sixty-five equally-spaced spanwise locations (c/65) for all 3-D simulations.

A body-fitted, O-type, finite-difference mesh is used to define the airfoil surface, as illustrated in Fig. 3b). The wall-normal spacing near the trailing edge is held to less than 10^{-6}c with a hyperbolic stretching function extending the grid outward in the normal direction. The near-body (NB) airfoil mesh has an outer boundary of approximately 1c with a maximum normal spacing of 0.025c and maximum stretching of approximately 9% using 141 points. Clustering in the streamwise direction occurs at the leading-edge stagnation point and in the vicinity of the sharp corners at the trailing-edge (Fig. 4a) and splitter-plate (Fig. 4b). The finest spacing in the streamwise direction is 10^{-4}c and the maximum stretching is limited to 5% requiring 989 points in total. Smoothing is applied to avoid poor resolution near the sharp convex and concave corners of the flat-back and splitter-plate grids. The effect of the concave corner in the splitter-plate mesh is easily visualized by the fine clustering of points emanating at approximately 45\(^\circ\). The thinness of the splitter-plate base area resulting in some difficulty with the wake resolution. Future grid-refinement studies are needed to address this affect.

A series of hierarchal, Cartesian, overset meshes are employed to extend the domain to the user-specified far-field location (Fig. 3a). The finest Cartesian mesh (Level-1) has a resolution of 0.025c in the stream-wise and normal directions to match the NB resolution. Grid resolutions double with each subsequent overset level. The NB mesh is fully immersed within Level-1 with second-order accurate (double-fringe) overset method. Telescoping, hierarchal meshes of this style are critical for efficiently maintaining the necessary resolution for wake studies with structured grids. Each 2-D plane consists of 139,449 grid points.

2-D simulations were conducted using the steady-state Spalart-Allmaras (SA) and two-equation k − ω SST\(^{26}\) (SST) steady-state RANS models. These two models are widely used in industry for aerodynamic predictions and are included for comparison. Steady-state RANS simulations are assumed converged when the integrated aerodynamic lift coefficients (C\(_L\)) has reached a steady value. As there is no converged solution for unsteady simulations, the time-averaged coefficients are reported instead. Two-dimensional GT–HRLES simulations were also run for both geometries and both α’s. However, only GT–HRLES simulations were conducted in 3-D.

All unsteady simulations, except where noted, use a constant time-step of \(\Delta t = 0.001\). Based on a
presumed vortex shedding (reduced) frequency of $St = 0.2$, this yields approximately 500 timesteps per cycle. For added stability and convergence rates, the time-step size for the $10^\circ$ splitter-plate simulations was reduced to 0.0005. Newton sub-iterations were performed at every time-step to achieve higher temporal accuracy (approximately $2^{nd}$-order). The number of iterations was manually set to achieve 3 orders-of-magnitude drop in the $L_2$-norm of the right-hand-side residual. The required number ranged from 8 sub-iterations for the $4^\circ$ cases up to 16 for the $10^\circ$ 3-D splitter-plate GT–HRLES case.

C. FUN3D

For the FUN3D unstructured simulations, a free-stream Mach number ($M$) of 0.2 and a Reynolds number ($Re$) of 3 million were applied to the flatback airfoil at $4^\circ$ and $10^\circ$ angles of attack. All simulations are assumed to be fully turbulent, using the GT–HRLES and Mentor $k-\omega$ SST models, and were run with the compressible version of the methodology. The simulations are $2^{nd}$-order in space and time and were resolved using a Roe scheme without flux limiters. The time step, $\Delta t$, was set to 0.005, which is the same time step applied for the OVERFLOW simulations, but with a different non-dimensionalization applied. This provides approximately 500 time steps per shedding cycle.

A body-fitted, mixed element mesh (Fig. 5) is used to define the control volume for the simulations. The 2-D mesh is comprised of 176,468 nodes on 2 identical planes for a total node size of 352,936. Of this 93,616 hex cells comprised the boundary layer region about the airfoil, and 160523 prismatic cells formed the inviscid region. The wall normal spacing near the trailing edge is approximately $8.5c \times 10^{-6}$. The outer boundary of the mesh is rectangular with the freestream boundaries located 20c upstream and 30c downstream of the airfoil surface. The upper and lower freestream boundaries are each 20c from the surface. The structured OVERFLOW surface mesh was used as the geometry definition for the unstructured mesh. Tangential grid spacing along the wall was identical to the OVERFLOW mesh.

VI. Results

The results of the numerical simulations are reported in this section, including aerodynamic and aeroacoustic quantities. For comparison with the numerical results that are presented in the following sections, a limited portion of the aerodynamic and aeroacoustic data from the Virginia Tech stability wind tunnel for the DU97-flatback are given in Table 1 for $Re_c = 3 \times 10^6$, along with estimated experimental uncertainties.
There are several important considerations to bear in mind when interpreting the data and its relation to the numerical simulations. The measured lift coefficient is reported with trip strips at $x/c = 0.1$ on the lower surface and $x/c = 0.05$ on the upper surface, consistent with the tripping used in the numerical simulations. However, drag coefficient and the peak vortex-shedding noise for $\alpha = 4^\circ$ were measured only for the clean (un-tripped) configuration. Noise was measured for an effective angle of attack of both $\alpha = 4^\circ$ and $\alpha = 11^\circ$; the latter $\alpha$ was slightly different from the computational setup of $\alpha = 10^\circ$, but the difference is not expected to be significant relative to the uncertainty of both the experiment and the computational models. The measured peak SPL for the clean $\alpha = 11^\circ$ case was 89.5 $dB$, or 4 $dB$ lower than for the tripped case. This suggests that the SPL for the $\alpha = 4^\circ$ tripped case may also be higher than the 94 $dB$ value for the clean case. Note also that the experimental lift coefficients were obtained by integrating the measured surface pressures and do not include the loading from the splitter plate surface, which was not instrumented.

Table 1. DU97-flatback experimental data for $Re_c = 3 \times 10^6$. Quantities measured with boundary layer tripping unless denoted with superscript * which indicates quantity was measured only for the clean (un-tripped) configuration.

<table>
<thead>
<tr>
<th>Splitter Plate</th>
<th>$\alpha$, deg.</th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>$St$</th>
<th>SPL, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>4</td>
<td>0.81 ± 0.09</td>
<td>0.060* ± 0.005</td>
<td>0.24 ± 0.01</td>
<td>94.0* ± 1</td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>0.71 ± 0.09</td>
<td>0.032* ± 0.005</td>
<td>0.30 ± 0.01</td>
<td>79.0 ± 1</td>
</tr>
<tr>
<td>No</td>
<td>11</td>
<td>1.57 ± 0.13</td>
<td>0.055* ± 0.005</td>
<td>0.24 ± 0.01</td>
<td>93.5 ± 1</td>
</tr>
<tr>
<td>Yes</td>
<td>11</td>
<td>1.52 ± 0.13</td>
<td>0.030* ± 0.005</td>
<td>0.27 ± 0.01</td>
<td>76.9 ± 1</td>
</tr>
</tbody>
</table>

A. Aerodynamic Performance

The integrated aerodynamic lift and drag coefficients for the 2-D and 3-D flatback airfoil simulations have been assembled in Table 2. The time-averaged $C_L$ and $C_D$ are given for unsteady simulations and the converged solution for steady-state. The intensity of fluctuations in the unsteady coefficients are measured.
Table 2. Integrated aerodynamic loading simulations for the DU97W300 flatback airfoil. Results are steady-state or time-averaged lift/drag coefficient (\(C_L\)) and RMS value (\(C_L'_{\text{rms}}\)). For time-accurate simulations, the lift oscillation reduced frequency (Strouhal Number) is given. 3-D Grid information is given as spanwise depth/number of points. All HRLES runs are assumed to be unsteady, while all RANS runs are assumed to be steady unless otherwise noted.

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>Grid</th>
<th>Turbulence Method</th>
<th>Code Used</th>
<th>(C_L)</th>
<th>(C_D)</th>
<th>(C_L'_{\text{rms}})</th>
<th>(C_D'_{\text{rms}})</th>
<th>Strouhal Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2D</td>
<td>SA</td>
<td>OF</td>
<td>0.88</td>
<td>0.037</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>SST</td>
<td>OF</td>
<td>0.858</td>
<td>0.034</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>SST (Unsteady)</td>
<td>FUN3D</td>
<td>0.874</td>
<td>0.039</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>SA (Unsteady)</td>
<td>SAC</td>
<td>0.88</td>
<td>0.042</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>SADES</td>
<td>SAC</td>
<td>0.85</td>
<td>0.135</td>
<td>0.14</td>
<td>0.015</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>0.883</td>
<td>0.144</td>
<td>0.107</td>
<td>0.024</td>
<td>0.230</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>GT–HRLES</td>
<td>FUN3D</td>
<td>0.906</td>
<td>0.052</td>
<td>0.0413</td>
<td>0.0042</td>
<td>0.206</td>
</tr>
<tr>
<td>4</td>
<td>0.5c/33</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>0.844</td>
<td>0.056</td>
<td>0.027</td>
<td>0.007</td>
<td>0.195</td>
</tr>
<tr>
<td>4</td>
<td>0.2c/64</td>
<td>SADES</td>
<td>SAC</td>
<td>0.87</td>
<td>0.10</td>
<td>0.11</td>
<td>0.015</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>0.4c/64</td>
<td>SADES</td>
<td>SAC</td>
<td>0.86</td>
<td>0.11</td>
<td>0.11</td>
<td>0.014</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>0.8c/64</td>
<td>SADES</td>
<td>SAC</td>
<td>0.89</td>
<td>0.084</td>
<td>0.05</td>
<td>0.0098</td>
<td>0.19</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SA</td>
<td>OF</td>
<td>1.62</td>
<td>0.042</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SST</td>
<td>OF</td>
<td>1.59</td>
<td>0.046</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SST (Unsteady)</td>
<td>FUN3D</td>
<td>1.618</td>
<td>0.046</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SADES(Steady)</td>
<td>SAC</td>
<td>1.63</td>
<td>0.047</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SADES</td>
<td>SAC</td>
<td>1.58</td>
<td>0.133</td>
<td>0.13</td>
<td>0.023</td>
<td>0.20</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>1.630</td>
<td>0.103</td>
<td>0.076</td>
<td>0.018</td>
<td>0.213</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>GT–HRLES</td>
<td>FUN3D</td>
<td>1.658</td>
<td>0.054</td>
<td>0.0319</td>
<td>0.0071</td>
<td>0.195</td>
</tr>
<tr>
<td>10</td>
<td>0.5c/33</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>1.56</td>
<td>0.078</td>
<td>0.078</td>
<td>0.017</td>
<td>0.183</td>
</tr>
<tr>
<td>10</td>
<td>0.4c/64</td>
<td>SADES</td>
<td>SAC</td>
<td>1.63</td>
<td>0.096</td>
<td>0.08</td>
<td>0.019</td>
<td>0.19</td>
</tr>
</tbody>
</table>

through the root-mean-squared (RMS) and are also shown in Table 2. Additionally, the effective Strouhal number that indicated the reduced frequency of the fluctuating lift is reported. This frequency has been normalized by the flatback base height, \(h\), to allow comparisons with other bluff-body flow solutions (see below).

For the flatback airfoil, it is readily observed that the mean lift coefficient remains within 5.5% no matter what the grid, code or turbulence method utilized. The numerical predictions also fall within the experimental range of lift coefficient, albeit very close to the upper experiment bound. The mean drag coefficient, however, does show significant variation with all of these parameters. The 2-D steady drag predictions using RANS are \(1/3 - 1/2\) lower than the experimental data, interestingly these are in the opposite direction to the expected trends as the experiment was untripped. This appears to be an artifact of running the simulation in the steady-mode as the URANS drag predicted by \(k-\omega\) SST using FUN3D is within the experimental bounds, although it too is slightly lower than the experimental mean. The 2D HRLES predictions by SACCARA and OVERFLOW are within about 6% of each other, but over predict the drag by over 100%. The FUN3D 2-D HRLES prediction falls within the experimental bounds. The OVERFLOW and SACCARA 3-D results confirm prior results\(^{22}\) that grid studies for infinite wing (airfoil) simulations for LES and hybrid RANS/LES are critical to achieve accurate drag computations. Two-dimensional hybrid
Table 3. Comparison of 2-D and 3-D Fluctuations for the Flatback Airfoil using SACCARA

<table>
<thead>
<tr>
<th>α (°)</th>
<th>Grid</th>
<th>Mode</th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>$C_L^{′rms}$</th>
<th>$C_D^{′rms}$</th>
<th>$C_L^{′rms}$</th>
<th>$C_D^{′rms}$</th>
<th>St</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2D</td>
<td>Steady</td>
<td>0.88</td>
<td>0.042</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>Unsteady</td>
<td>0.85</td>
<td>0.135</td>
<td>0.14</td>
<td>0.14</td>
<td>0.015</td>
<td>0.015</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>2c/64</td>
<td>Unsteady</td>
<td>0.87</td>
<td>0.10</td>
<td>0.11</td>
<td>0.10</td>
<td>0.015</td>
<td>0.024</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>4c/64</td>
<td>Unsteady</td>
<td>0.86</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.014</td>
<td>0.025</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>8c/64</td>
<td>Unsteady</td>
<td>0.89</td>
<td>0.084</td>
<td>0.05</td>
<td>0.05</td>
<td>0.0098</td>
<td>0.014</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>8c/128</td>
<td>Unsteady</td>
<td>1.63</td>
<td>0.133</td>
<td>0.13</td>
<td>0.13</td>
<td>0.023</td>
<td>0.023</td>
<td>0.20</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>Steady</td>
<td>1.63</td>
<td>0.047</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>Unsteady</td>
<td>1.58</td>
<td>0.133</td>
<td>0.13</td>
<td>0.13</td>
<td>0.023</td>
<td>0.023</td>
<td>0.20</td>
</tr>
<tr>
<td>10</td>
<td>4c/64</td>
<td>Unsteady</td>
<td>1.63</td>
<td>0.096</td>
<td>0.08</td>
<td>0.08</td>
<td>0.019</td>
<td>0.024</td>
<td>0.19</td>
</tr>
</tbody>
</table>

RANS/LES predictions of the drag have been previously shown within structured meshes to be high, but it is unclear given these limited studies if grid independence (and hence accurate drag predictions) has been reached. The fact that the SACCARA and OVERFLOW codes exhibit large variations in the low angle of attack data, while FUN3D does not implies that differences in implementation (boundary condition, numerical scheme, steady/unsteady) may be the source of the differences. The 3-D GT-HRLES result for OVERFLOW falls within the experimental range, while the SADES results from SACCARA still remain higher than the experimental bounds. Flow-field visualizations included later in the paper shed some light on possible reasons for differences in drag coefficient predictions for the 3D simulations.

These observations can be extended to the fluctuating values of the respective coefficients. For the 3-D simulations, the Strouhal number is within 5% no matter what method is applied, however the value of approximately 0.20 is 13% below the experimental bounds of the experimental Strouhal number. The one exception to this is the 2-D prediction using GT–HRLES within OVERFLOW, which predicts a value of 0.23, which is the lower experimental bound. However, since once again, it is noted that the 2-D hybrid simulations using OVERFLOW and SACCARA generate values that are 5 – 20% higher than their 3-D counterparts, the 3-D correlation is not as accurate.

A comparison of the sectional and full-span fluctuating lift and drag coefficients was done using the SACCARA code predictions. At any instant in time the integrated forces at each 2-D section are oscillating. If all of the 2-D sections are in perfect phase, then the 2-D and 3-D force fluctuations will be equal. If they are not in phase, there is a cancellation effect when the force of all the 2-D sections are combined to compute the 3-D force. It is readily observed in Table 3 that the lift is almost perfectly in phase along the span for these simulations, as the sectional lift fluctuation, $C_L^{′}$, is equal (to 2 digits) to the 3-D lift fluctuation, $C_L^{′rms}$. The drag fluctuations indicate however that drag is not in phase. The sectional drag fluctuation values, $C_D^{′rms}$, are higher by 40-80% than the 3-D drag fluctuations, $C_D^{′rms}$, in all evaluations. Thus, while a 2-D simulation may be utilized to determine unsteady lift characteristics, a full 3-D simulation is necessary for drag fluctuation analysis.

Relative to similarly shaped sharp trailing edge airfoils, the flat-back geometry is expected to incur an increased $C_D$ due to the large base pressure. The addition of the splitter-plate is expected to reduce the significance is this by limiting highly coherent vortex shedding. Results for the geometry with the addition of the splitter plate is provided in Table 4. These runs were accomplished using the OVERFLOW code only. When these tabulated values are compared with the results in Table 2, it is clear that overall lift coefficient is decreased, as is the drag coefficient when compared to the original flatback configuration, as predicted by the experiment. The 2-D RANS results for lift fall within the experimental bounds, while the 2-D GT-HRLES result is slightly above the bound. In this instance, the numerically predicted drag coefficient is higher than the experimental values, which is the expected result as the experimental values were obtained using an untripped configuration. When comparing the performance parameter $L/D$, the
Table 4. Integrated aerodynamic loading simulations for the DU97W300 flatback airfoil with splitter plate. Results are steady-state or time-averaged lift/drag coefficient ($C_L$) and RMS value ($C_L^{rms}$). For time-accurate simulations, the lift oscillation reduced frequency (Strouhal Number) is given. 3-D Grid information is given as spanwise depth/number of points.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Grid</th>
<th>Turbulence Method</th>
<th>Code Used</th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>$C_L^{rms}$</th>
<th>$C_D^{rms}$</th>
<th>Strouhal Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2D</td>
<td>SA</td>
<td>OF</td>
<td>0.79</td>
<td>0.044</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>SST</td>
<td>OF</td>
<td>0.80</td>
<td>0.043</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>2D</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>0.844</td>
<td>0.037</td>
<td>0.019</td>
<td>0.002</td>
<td>0.220</td>
</tr>
<tr>
<td>4</td>
<td>0.5c/33</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>0.74</td>
<td>0.041</td>
<td>0.026</td>
<td>0.0032</td>
<td>0.282</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SA</td>
<td>OF</td>
<td>1.50</td>
<td>0.043</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>SST</td>
<td>OF</td>
<td>1.53</td>
<td>0.059</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>2D</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>1.61</td>
<td>0.043</td>
<td>0.020</td>
<td>0.005</td>
<td>0.212</td>
</tr>
<tr>
<td>10</td>
<td>0.5c/33</td>
<td>GT–HRLES</td>
<td>OF</td>
<td>1.34</td>
<td>0.064</td>
<td>0.048</td>
<td>0.010</td>
<td>0.170</td>
</tr>
</tbody>
</table>

splitter plate provides typically a $15 - 20\%$ increase in $L/D$. The numerically predicted values for the $L/D$ were approximately 18-22, which fall within the $L/D$ experimentally-bounded values for the $4^\circ$ case, but the numerically predicted $L/D$ values at $10^\circ$ fall below the lower experimental bound.

The aerodynamic effect of the splitter-plate can be visualized in the pressure coefficient ($C_p$) in Fig. 6 for the 3-D OVERFLOW simulations (GT–HRLES) at $\alpha = 4^\circ$ with and without the splitter-plate. The x-axis has been normalized by $c$, the chord length not including the splitter-plate’s length. The results are derived using the time- and span-averaged surface pressure. As the airfoils have the same basic geometry, there is little difference seen near the leading-edge. However, the upstream effects of the trailing-edge splitter-plate are quickly felt on both the suction and pressure sides. The peak-suction ($x/c = 0.2$) and peak-pressure ($x/c = 0.26$) are reduced by 5 and 10%, respectively. There is an anomaly on the pressure side at $x/c = 0.3$ which corresponds to the maximum camber location. This anomalous pressure discontinuity is being further investigated. There is little apparent affect from the splitter-plate further downstream on the pressure side. The suction reduction by the splitter-plate continues along the extent of the suction side and is most pronounced at the trailing edge. As was seen in the integrated lift and drag results above, both are predicted lowered with the addition of the splitter-plate.

Time-averaged streamwise ($U$) and transverse ($V$) velocities and their correlation ($u'v'$) are shown along the mid-span location in Figs 7(a-f). Comparing $U$ reveals significant differences in the trailing-edge recirculation region as well as the location of the separation bubble along the airfoil suction side. The latter is further aft with the addition of the splitter-plate. Additionally, the recirculation zone is extended downstream further. Based upon the mean $C_D$ results in Tables 2 and 4 shows a lowering of the drag with the inclusion of the plate. The splitter-plate appears to act as a flow straightener lessening the intensity of the recirculation zone. This effect can also been seen in the plot of the $u'v'$ correlation (Figs 7c,f)). There, location of significant $u'v'$ is moved from just after of the body to well downstream with the addition of the splitter-plate; likewise, the intensity is also attenuated.

B. Spectral Analysis of Lift Coefficient Fluctuation

A spectral analysis has been applied to the time-dependent lift coefficient $C_L(t)$ signal for both $4^\circ$ and $10^\circ$ OVERFLOW cases. The results are shown in Fig. 8. There, both 2- and 3-D simulations using HRLES are shown for each $\alpha$. The frequency of the fluctuations are normalized by the flatback base height ($h$) instead of the chord ($c$) for direct comparison with bluff-body Strouhal number ($St$) correlations. From the 2-D simulations, it is clear that the primary mode is at $St = 0.21$ which fits well with reported bluff-body vortex shedding frequencies for turbulent flows, but deviates somewhat from the reported experimental value. The
Figure 6. $c_p$ plot for flat-back and splitter-plate 3-D simulations at $\alpha = 4^\circ$ using OVERFLOW GT–HRLES.

Figure 7. Streamwise and spanwise time-averaged mean velocity for $\alpha = 10^\circ$ computed at the mid-span location of the 3-D simulations using OVERFLOW with GT–HRLES.
presence of 3-D flow features leads to a less tonal signal when comparing the 2-D and 3-D simulations. The shedding frequency for the flatback simulations are both reduced to $St = 0.195$ and 0.183 for the $4^\circ$ and $10^\circ$ cases, respectively. The splitter-plate simulations resulted in significant changes depending on $\alpha$. For $\alpha = 4^\circ$, the shedding frequency is significantly increased to $St = 0.282$ while it is largely unaffected in the $10^\circ$ case. The amplitude of $C_L'$ is attenuated with the addition of the splitter-plate for $\alpha = 4^\circ$ yet again is unaffected for $\alpha = 10^\circ$.

\begin{figure}[h]
\centering
\begin{subfigure}[b]{0.49\textwidth}
  \centering
  \includegraphics[width=\textwidth]{fig8a.png}
  \caption{$\alpha = 4^\circ$}
\end{subfigure}
\begin{subfigure}[b]{0.49\textwidth}
  \centering
  \includegraphics[width=\textwidth]{fig8b.png}
  \caption{$\alpha = 10^\circ$}
\end{subfigure}
\caption{Spectral analysis of fluctuation lift coefficient ($C_L'$) for unsteady LES simulations. Spectral amplitude versus reduced frequency ($St = f h/U_\infty$).}
\end{figure}

C. Estimate of Vortex-Shedding Noise

Airfoils with a blunt base (trailing edge), such as the flatback airfoil, produce tonal noise associated with the interaction of vortex shedding in the airfoil wake with the trailing edge. This noise source can be modeled as a low-frequency dipole, with far-field sound intensity proportional to the mean-square of the lift fluctuation produced by the shedding. This type of model has been applied successfully to prediction of vortex-shedding noise from circular cylinders.\textsuperscript{53} In addition to the assumption of low Mach number, the primary assumptions are that the acoustic wavelength $\lambda$ is larger than the characteristic dimension of the scattering body, in this case the airfoil chord $c$, and that the distance from sound source to observer, $R$, is much larger than $\lambda$. Consider the case of a wing section with invariant two-dimensional shape and spanwise width $Z$, and assume that the vortex-sound source is perfectly correlated along the span. For an observer in the plane of the center section, at an angle $\theta$ with the $x$-axis, the vortex sound intensity relation is

$$I = \frac{\rho^2}{\rho a} = \frac{\sin^2 \theta}{32\rho^3 R^3} \rho U_\infty^6 Z^2 C_{L_{rms}}^2 (St)^2.$$  \hspace{1cm} (11)

The sound intensity is thus related to the density and speed of sound of the surrounding fluid, the free stream velocity, observer position, the mean-square of the lift coefficient fluctuation and the Strouhal number associated with the vortex shedding.

Now consider the case of imperfectly correlated sources of sound along the spanwise direction. This can occur for the flatback airfoil if three-dimensional vortex-shedding modes are present and alter the phase of the sectional lift coefficient signal along the span. The correlation function of the lift coefficient fluctuation
is defined as
\[
R_{LL}(\xi) \equiv \frac{C'_L(z, t)C'_L(z + \xi, t)}{C'^2_L(z, t)}.
\] (12)

The level of correlation of the lift fluctuation can be characterized by the correlation length,
\[
\Lambda \equiv 2 \int_0^L R_{LL}(\xi) d\xi,
\] (13)
and the centroid of the correlation function
\[
\sigma \equiv \frac{2}{\Lambda} \int_0^L \xi R_{LL}(\xi) d\xi.
\] (14)

The vortex-shedding noise is now modeled by the relation
\[
I = \frac{p'^2}{\rho c} = \frac{\sin^2 \theta}{32\pi^4 R^2} \rho U^6 \left(St\right)^2 C'^2_{L_{rms}} \Lambda(Z - \sigma).
\] (15)

The quantities \(C'^2_{L_{rms}}, \left(St\right)^2, \Lambda,\) and \(\sigma\) can be extracted from a CFD simulation and used in eqn. (15) to estimate the vortex-shedding noise. Computation of \(R_{LL}(\xi)\) must take into account the spanwise-periodic boundary conditions applied to the CFD solutions. This is done by fitting the computed correlation function to a functional form proposed by Norberg:
\[
R_{LL}(\xi) = \left(1 + \left[ \frac{\xi}{\Gamma C} \right]^n \right)^{-1}, \quad \Gamma = \frac{n}{\pi} \sin \frac{\pi}{n}.
\] (16)

The fit is performed over only one quarter of the length of the computational domain so that the influence of the periodic boundary condition on the fit is minimized.

Results for radiated far-field sound are presented in terms of the Sound Pressure Level (SPL) in \(dB\), where
\[
SPL \equiv 10 \log_{10} \left( \frac{p'^2}{20 \times 10^{-12} \text{Pa}^2} \right) \text{ dB}
\] (17)

Results for the predicted SPL at the experimental measurement location using eqn. (15) are given in Table 5 for the SACCARA results and in Table 6 for the OVERFLOW results. These can be compared to the experimental values reported in Table 1. The 2-D SACCARA simulations over-predict the noise at both angles of attack by 7–8 \(dB\) using this method. This is due to the assumption of perfectly correlated vortex shedding as well as the stronger lift fluctuation predicted by the 2-D simulations. The three-dimensional SACCARA results over-predict the SPL by 3–4 \(dB\), keeping in mind that the experimental value for the tripped case may be higher than the reported free-transition value at \(\alpha = 4^\circ\). The longer-span, lower-resolution case (8h/64) at \(\alpha = 4^\circ\) predicts a lower value than experiment due to a much-less correlated spanwise lift fluctuation.

The OVERFLOW predictions of SPL using Equation (15) without the splitter plate are lower than the SACCARA results, due mainly to a less correlated vortex structure, as indicated by the lower correlation lengths. The value of 95.2 \(dB\) at \(\alpha = 10^\circ\) is very close to the experimental value of 93.5 \(dB\) at \(\alpha = 11^\circ\). The splitter plate reduces the noise for \(\alpha = 10^\circ\), in accordance with the experimental trend, but underpredicts the amount of reduction by about 7 \(dB\). The simulation actually predicts an increase in noise due to the splitter plate for \(\alpha = 4^\circ\); more analysis is required to determine the cause of this increase.

The OVERFLOW surface pressure time histories were also analyzed by the aeroacoustic analysis software PSU–WOPWOP to predict the noise generation at the specified observer location. PSU–WOPWOP takes as input the time-dependent surface pressure over the airfoil. It then integrates from the source points to the observer to predict the net noise level. For comparison to the full-span experimental results, the limited-span WOPWOP results were corrected by multiplying the intensity of the sound by the square of
the ratio of the full-span to the limited span. In addition to the surface pressure, wake flow noise can also be included in the analysis. This will be reported in the future. The resulting sound-pressure-levels (SPL) for the two 3-D 10° GT–HRLES OVERFLOW cases are shown in Fig. 9. There, the for the flat-back geometry, the peak sound level is predicted at St = 0.184, the same as the dominant vortex shedding mode. The maximum predicted noise generated is approximately 94 dB, within 1.5 dB of the result using the approximate theory of eqn. (15). With the inclusion of the splitter-plate, the peak frequency is shifted to St = 0.17 and the maximum sound level is reduced by approximately 4 dB to 89.7 dB, which is very close to the 90.5 dB estimated using eqn. (15). As with the flatback geometry, the peak SPL correlates to the vortex shedding mode. Overall, the PSU–WOPWOP results described above compare well to the theoretical results reported in Table 6, providing a verification of the applicability of the theory.

| Table 5. Aeroacoustic noise estimates for SACCARA. |
|---------------------------------|---|---|---|---|---|
| α (deg) | Splitter Plate | Grid | SPL (dB) | \( Λ/h \) | \( σ/h \) |
| 4 | No | 2D | 101.7 | – | – |
| 4 | No | 2h/64 | 98.4 | 38.9 | 9.9 |
| 4 | No | 4h/64 | 98.6 | 34.1 | 9.3 |
| 4 | No | 8h/64 | 89.9 | 15.6 | 6.3 |
| 10 | No | 2D | 101.4 | – | – |
| 10 | No | 4h/64 | 96.5 | 35.8 | 9.5 |

| Table 6. Aeroacoustic noise estimate for OVERFLOW with GT–HRLES. |
|---------------------------------|---|---|---|---|---|
| α (deg) | Splitter Plate | Grid | SPL (dB) | \( Λ/h \) | \( σ/h \) |
| 4 | No | OF4d | 84.5 | 11.8 | 5.5 |
| 4 | Yes | OF4f | 87.2 | 14.3 | 6.2 |
| 10 | No | OF10d | 95.2 | 26.9 | 8.3 |
| 10 | Yes | OF10f | 90.5 | 28.2 | 8.5 |

D. 3-D Flow Analysis

The frequency of vortex-shedding was seen to correlate quite closely to the peak noise frequency in the previous section. Further, significant correlation was observed in the sectional lift coefficients \((C_l)\) in the 3-D simulations with the level of correlation dependent upon the span-wise resolution. To investigate this, we have visualized the coherent 3-D flow structures in the airfoil wakes. Following Dubief and Delcayre,58 one may identify coherent structures through iso-surfaces of the \(Q\)-criterion. The iso-surfaces of \(Q \times (c/U_\infty)^2 = 25.3\) for the six 3-D simulations at 4° are shown in Figs. 10 and 11 for SACCARA SADES and OVERFLOW GT-HRLES results, respectively.

In the SACCARA simulations with a spanwise resolution \((δ_z)\) finer than \(h/16 (0.1c/16)\), there are well-defined 2-D rollers with 3-D braids between these. This is most clearly visible in Figs. 10(b) and (d) where the spanwise extent is \(4h (0.4c)\) or more. This same flow structure is present in the 2h simulation, but it is more difficult to observe. While there are more resolved 3-D turbulent flow structures in these higher resolution cases, the spanwise correlation of \(C_l\) reported in Table 15 is higher due to the presence of the coherent 2-D rollers. Lower \(δ_z\) resolutions predict more unorganized wake flow patterns with poorly defined rollers. However, based on the shedding frequency and aeroacoustic sound levels, there is evidence of bluff-body vortex shedding in these cases. From this, it appears that the less resolved spanwise instability wavelengths are leading to incoherent vortex shedding for the coarser resolution cases. Note that the more incoherent
shedding associated with coarser spanwise resolution actually improves agreement with the measured experimental mean drag coefficient. Also note that aerodynamic and aeroacoustic quantities for the $8h/128$ case pictured in Fig. 10 have not been reported because it has not yet reached a statistical steady state. It is not clear which vortex-shedding mode more accurately reflects what is observed in experiment: the more two-dimensional roller with braid structure predicted by the finer resolution cases or the less coherent three-dimensional shedding. Further work is needed to determine if more three-dimensional structure can be induced in the fine-grid cases by, for example, altering the initial conditions.

Comparing the wake features predicted by SACCARA and OVERFLOW show similar wake structures (see Figs. 11(a) and 10(b)). However, the flow structures dissipate more rapidly with OVERFLOW. While the wake resolutions in the near-field are similar, the SACCARA mesh maintains the resolution further downstream which may explain the reduced dissipation. An exact matching of conditions is required to rule out numerical algorithm effects.

The distinction between the wake flow with and without the splitter-plate is difficult to discern in the OVERFLOW GT–HRLES simulations. Both predict a highly incoherent shedding pattern following the description above. Simulations at twice the spanwise resolution (not shown) are currently underway which follow the trend of increased coherence with the observation of 2-D rollers and braids. Statistical analysis of these simulations will be reported in the near future.

VII. Conclusion

Computations of the flatback version of the DU97-W-300 airfoil in two and three dimensions using traditional RANS turbulence models and hybrid RANS/LES turbulence simulation techniques within CFD codes have been accomplished. Several conclusions on the efficacy and future promise on the aerodynamic and aeroacoustic prediction capability of these advanced turbulence methods can be drawn:

- Time-averaged lift prediction is insensitive to grid, domain size, and simulation mode (steady RANS vs. unsteady hybrid RANS/LES), and both RANS and hybrid RANS/LES methods typically predict
Figure 10. Isosurface of $Q$ from SACCARA at $\alpha = 4^\circ$.

(a) flatback: $Z = 10h$, $N_z = 65$
(b) splitter-plate: $Z = 5h$, $N_z = 33$

Figure 11. OVERFLOW GT-HRLES instantaneous images of $Q$-criterium iso-scalar ($Q^*(c/U_\infty)^2 = 25.3$) surface for $\alpha = 4^\circ$ with (b) and without (a) splitter-plate.
lift coefficients within experimental bounds for the two angles of attack examined (4° and 10°). As the angles of attack are relatively mild with primarily attached flow, significant differences in the lift coefficients predicted by RANS and hybrid RANS/LES are not expected, as noted in prior applications.

- Time-averaged drag is consistently lower and more accurate for RANS than for unsteady hybrid RANS/LES in two dimensions, as expected. The unstructured drag simulations using both RANS and hybrid RANS/LES are the exception to this, as both provide mean drag coefficients that are very close or within experimental bounds. In three-dimensions, while the unsteady simulations predict a lower drag than two-dimensional simulations, further study to provide guidance on grid independency is needed. The improved correlation of the drag on grids with larger spanwise computational domains appears to result from wake structures that have more three-dimensional features.

- For the finest grid SACCARA simulations, The RMS lift fluctuation is highly correlated along the span ($C_{L, rms}' \approx C_{l, rms}'$) for all unsteady simulations. For $\alpha = 4$ degrees, $C_{L, rms}'$ is highest for the two-dimensional simulations and lowest for the simulation on the 0.8c (largest computational extent) grid. It decreases for $\alpha = 10$ degrees.

- Strouhal number of the vortex shedding is insensitive to grid resolution, domain size, and angle of attack, but appears to be 10-15% lower than experiment.

- The RMS drag fluctuation is not as highly correlated ($C_{D, rms}' < C_{d, rms}'$) as the lift fluctuation ($C_{L, rms}' \approx C_{l, rms}'$) for the SACCARA three-dimensional simulations.

- Aeroacoustic predictions using both approximate theory and integrated surface pressures from the simulations agree well with one another. For the $\alpha = 10^\circ$ case, simulation predictions are within 4 dB of experimental values, with the level of agreement dependent on the grid resolution, domain size, and code used. OVERFLOW predicted a decrease in SPL due to the splitter plate of 5 dB at $\alpha = 10^\circ$.
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