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Section 1: Executive Summary

This report presents an objemtented implementation of full state feedback control for virtual
power plants (VPP). The components of the VPP full state feedback contr(l)aobject
oriented higHfidelity modeling forall devices inthe VPP; (2) Distribution System Distributed
QuasiDynamic State Estimation (BBQSE) that enablefull observability of the VPP by
augmenting actual measurements with virtual, derived and pseudo measuremeetsoamsng
the QuasiDynamc State Estimation (QSE) a distibuted manner and (3 automated
formulation of theOptimal Power Flow (OPFn real time using the output of the IEB)SE
and solving the distributed OPF to provitte optimal control commasdio the DERs of the
VPP.

The infrastructure of this integratesystem is the objedriented higkfidelity device modeling

within the monitoring devices of the VPPhe modeling approach starts from phydichlased

models of power devicagferredto as compact device models. Any existing model can be used

as acompact device modeThe compact model should beathematicallycorrect, meaning that

the number of states and control variables should be consistent with the number of equations
describing the compact model and the costsblould be realizabléA quadrdization procedure

and the quadratic integration process are then applied to the compact device modhel, et t
result is an objeebriented,in a standardized syntaxteroperablenodelwhich is referredo as

state and control algebraic quadratic pamon form (SCAQCFE)The DSDQSE and OPF
solves work directlywith the SCAQCF models without any othieipput (autonomous operatian)

The second componewf the approach is thBS-DQSE, a criticalcomponent forfull state
feedback controlThe DSDQSE provides in reattime the estimated states and validated models
by performing QSE.The DSDQSE is implementk in a distributed architecture wheee
distribution system (feederayepartitioned into several sectiariBhis partition is arbitraryith

each section containiran arbitrary number dbads and resourcesontrollable or notThe DS-
DQSEruns for each section. It requires that there is at leastooaéphasor measuremeat

each sectionGiventhe measurements artle device SCAQCF mdels in a distribution system
section, the DD QSE creategshe measurememhathematicamodelat devicelevel. Then, with

the help of network formation technicgiéhe measurememhathematicamodel from device

level are converted to network leveleasurment moded. The state estimation algorithworks
directly with the measurement mathematical models at the network [Evel. DSDQSE
provides a quantitative probabilistonsistencyheckbetween the network measurement model
and the network modeSpecifically, the DSDQSE provides the besstimateof the states the
differences (residuals) between the measurements and the model predicted measurements as well
as the expected standard deviation of these quaniitiesDSDQSE it also determineshether

there are bad data and/or model discrepancies by tsgjghre test. In case of such bad data, the
source is identified by hypothesis testing. The overall process prawiedsest estimate of the
stateand the validatednodel of the distribution sction. Finally, the output of eaddS-DQSE

for each section is setd the distribution management system where the state and model of the



entire distribution system is constructed from the states of each section at a specific time stamp.
We refer to it a the reatime operating conditions and model.

Thereal timeoperating conditios andmodel (also in SCAQCF syntax) enabthe optimal use

of distributed energy resources (DER) units and giomi of ancillary services incorporating
operationakonstrants. This is achieved by automatically forming and solving an optimal power
flow with appropriate objectiveln this report, the objective ih¢ levelization ofthe voltage
profile dong the distribution circuitThe formation of the OPF problem is autdimdy simply

using the objest of the network (iSCAQCF syntax) and the operating constraints (also in
SCAQCF syntax)The automatically formulated OPF problem is tlseived to provide the best
settings of the various controls of the DERs as wellitdgy controls such as capacitor bank
switching, tap changes, efthe optimal power flow solution algorithof the OPF solveis an
iterative linear programming method. At each iteration, the OPF is linearized usiogstee
method The resulting hiear optimization problem is in terms of pithe control variables. The
problem is converted to a linear program in standard form and solved to provide the optimal
settings of the control variables. The process is repeated to convergence. A coupdiaister
typically suffice. In the actual implementation, the computed optimal settings of the control
variables can be transferred to the hardware that control the corresponding devices.

This report is organized as follows. Section 3 introduces the ebjesited highfidelity device
modeling approach. Section 4 illustrates the architecture and operatior@QBBE. Section 5
presentghe definition and formation of thquadratizedOPF problem. Section presentshe
solution algorithm of the OPproblem Section 7presents aexample test data for one section in
the distribution systemSection 8 shows the example event data. Sectiolugtrates the
implementation of DQSE in a specific distribudh system section. And section 10
summarzes the whole igort.



Section 2: Introduction

The concept of th¥irtual Power Plant\{PP) is quite general referring mwllection of resources

and power circuits that are undeercoordinated control to makieembehave as an entityhich

can respond to commands arehave as a controllable and dispatchable resor@g®@P can be

a distribution system section with controllable loads and resouacesicrogrid, etc. In this
report,we focus on a distribution system section with resources and we focus on making this
sulsystembehave as a dispatchable plant by controlthmgcluster of resources in this section.
The report presents an objeatiented implementation of full state feedback control\f&Ps

Figure 2.1 shows the integrated systerthefVPP full state feedback contr@n objectoriented
methodis usedto represent models. Then, théstibution System Distributed QuaBiynamic

State Estimator (D®QSE) is appliedto enable theextraction of the real time model and
operating conditionsof the VPP by performing QuasbDynamic State Estimation (QSE)
Subsequently, an Optimal Power Flow is autonomously formulated and solved to provide the
optimal controlsTheoptimal controls are send to the appropriate devices

Physical Plant

/—
/J\

—>
Control
Command
v
OPF Solver il SEQIElE Measurements
Models
Form Quadratized Network SCAQCF Device-Level
OPF Problem Model Measurement
SCAQCF Models
Models & Operating
Condition
Network
DS-DQSE < Measurement

SCAQCF Model

Figure 21: Integratedand AutonomouSystem of VPP Full State Feedback Control
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The infrastructurefor the integrated system ibased onobjectoriented high-fidelity device

modek for eachdevice inthe VPP. In this applicationall device models are iguastdynamic
domain, wich ignore fast electromagnetic transients but include differential terms for slow
dynamics such as those arising from electromechanical oscillations or the actions of a controller.
The modeling approach starts from phyBicédasedmodels of power devices, referred to it as
compact device models. Any existing model can be used as a compact device model, and these
models are irterms of stateand control variables. A quadratization procedure is then applied to
the compact modef the compact model order is higher than twis procedure consists of
introducing additional variables to reduce higher order terms to nonlinear terms of highest order
two. The result of this step is a quadratized device modirms ofstate and controtariables,

which is referred as state and control quadratized device model (SCQDM). The SCQDM is then
numericallyintegratedusing the quadratic integration methfugt the purpose of converting it

into an algebraic model thatiieferred to as thstate ad control algebraic quadratic companion
form (SCAQCF).The syntax of th6&CAQCFhas been standardized and any power desace

be converted into this fornrThe SCAQCF object imteroperable andsable by any application

For example, thdS-DQSE as wellas the OPF formulator andsolver work directly on the
SCAQCF models without any other information.

The DSDQSE requires measurements obtained on the system to perform the dynamic state
estimation. Any measurement, irrespectively of Hueirce of themeasurements, i.e. actual,
virtual, derived or pseudo, can be also expressed in the SCAQCF swithxincreasing
deployment of smart meters and other grid sensors in distribution systems, the amount of
available measurements is growing. The measuremasnexpressed as functions of the state in

the SCAQCF syntax and in this form are utilized by i®@DQSEto perform a dynamic state
estimation. The process of creating the measurement models in SCAQCF syntax is automated.
Specifically, gven the measureent setand all theSCAQCFdevicemodels, theaneasurement
models are first developed at the device level, i.e. they are expressed as functions of the state
variables of individual devices. Subseqtly, the mapping between dew states and system
statess developed and the measurement models are converted from device level to system level.
In this form the DS-DQSEperforms a dynamic state estimation with the measurement models in
terms of system state variables. The process is outlindéigire 2.2.The dynamic state
estimation includes an observability test, the actual state estimation and bad data detection and
identification. Specifically, nce the network SCAQCF measurement model is credted)$

DQSE performs an observability test to determinetthi@ere are enough measurements to
observe/compute the state. Subsequently it performs the dynamic state estimation and the chi
square test whichhecks the consistency betwebe estimated statnd the network modelf

this test indicates the presenoé bad measurements, the ID®SE initiates the bad data
identification and removes the bad dathe end result of the entire process is a validated model
and a validated operating condition which can now be used for a variety of applications. In this
repat we outline the application of optimizing the voltage profile of the feeder.
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Figure 2.2: Flow Chart of Network SXQCF Measurement Model Creation

As shown in Figure.3, the DSDQSE is implemented in a distributadchitecture. This is a

novd approach compared to presemailable state estimation applications that are based on a
centralized architecture and executed in the control centedi$tidbution system (feeders) can

be partitioned into several sectiondil® each section containing some controllable loads and
resources (i.e., each section is a \W@émponent The DS-DQSEis executed at each section of

the feedewusinglocal phasor measurements to perfdd®SE for this local sectiorit is required

that there should be at least one GPS synchronized measurement so that the computed best
estimate of the state will have associated with it the time stamp for which this state estimate is
valid. This is a critical requirement as the Distitibn Energy Management System (DEMS)

takes the state estimates for each distribution section with the exact time stamp and synthesizes
the state estimate for the entire distribution system
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The advantageof the distributed architecturare numerous. First of all, the state estimation
algorithm is implemented using only local measurements to estimate the states in this local
distribution section. Thus, thiarge data traffic isconfined within the section and the state
estimator works on a small dimensisusystem compared to tlome processed ey centralized

state estimator. égondly, since the dimensioof the problem solved by DBQSE is
significantly decreased, the executitime of the state estimator is fast (erecution of once per

cycle has been achieviedThirdly, the relativey small dimension of the system allows very
detailed power system models (th@ease dynamic models, instrumentation inclusive). The
threephase, instrumentation channel inclusive model for the power system can eliminate the
estimation errors from the imbalanced operations and asymnmtdels as well as the
measurement errors introduced by the instrumentation channels. In addition, bafc#use
proposed measurement set, we increase the measurement redundancy of the distribution system
section which leads to more accurate estimation results. Last but not least, only the states and
the validated model of each section are sent toDEMS. This dramatically reducethe data
communications and makes the whole state estimation system more efficient.

The DSDQSE works as follows. Firstly, a data concentrator collects all the data from all IEDs in
a specific section and convednd synchronizethese data inta C37.118 data stream. A local
DS-DQSE is installed in this section and usedy the measurements from this section for the
purpose of avoiding the requirement of obtaining and transmittmgpsurementsvia
communication channels from athsections. Note that for this approach, data from at least one
GPSsynchronized device is required in each section in order to synchronize all the data in the
system. After the state estimation, the estimated states, and validated models for eacarsection

13



produced and sent to th@stribution Energy ManagemenSystem (DEMS) where the system
wide stateestimateand models synthesized.

The system wide state estimate and model, validated with the DQSE, is used to formulate and
solve an Optimal Powedflow (OPF) to optimally controtlistributed energy resources (DER)
units andor provide ancillary services incorporating local network constraints. The objective
function of the OPF can be user selected and the choices can be nunterthis report, the
objective is to improve the voltage profildoag the distribution feederAfter defining the
objective function, the formation of the OPF problem is automatic by simply using the-object
oriented SCAQCHetworkmodel.As a matter of fact, the power flow @afions of the model
become the equality constraints of the OPF problem, and the operational constraints of the model
become the inequality constraints of the OPF probl8mce all the equality and inequality
constraintsas well as the objective functias quadratic, the formulated OPF problem is a
guadratized OPF problemihe general expression of theadratizedPF problem is:

o . . ;
Minimize: J= \gTijx +fbjuu # B X ur By i u+R X Ct

& a & : a & u
subjectta 0= Y, x +Y,u :ﬂT< EqQXEJ Hﬁ( Eqbu {JUI’<: Feq>xx B:Jq |
o b b b y
where: B, = -Nx(t §i  Np(t h- Mgt h -K - (2.1)

e foaoe i 0 0
Yinqu( + Yineqtl"I -'iXT < Fiineq>> X ’Il:' +u\:1' < Fiineq>4 u b&T <\ F' ineqL>xX C ,II}'.lweqc 0

A 'y
l"Imin ¢ u qumax

The automatically formulatedjuadratizedOPF problem issolved by theOPF solver.The
optimal power flow solution algorithrased in this reporis briefly introducedas follows.The
algorithm first useshe co-state method to linearize the OPF problem so that thep@dffemis
converted intoa linearized problemn terms of only control vaiables i.e. the equality
constraints(power flow) are used to eliminate the state variablsbsequently, the linearized
problem is converted into a linear program in standard form and it is solved with a simplex type
algorithm. The computedcontrol varables are inserted to the equality constraints which are
solved to determine the new operating condition of the system. This is equivalent to a solution of
the power flow problemif the updated operating point violataay newconstraints, then the
violated constraint is added to tk#°Fproblem and the process is repeated until convergence.
The end result of the OPF solver is the optimal cositwhich are send to the appropriate
devices.

The proposed OPF solution algorithm is robust andyigfficient. Robustnesss achieved by
virtue of startingrom a feasible but not optimal solution agideach iteration the solutionoves

14



the operating point in the feasiblegion while approaching the optimality. Thereford, each
iteration of the algorithnthe solution iterate representsfeasible solution. High efficiency
implies less runtime compared with traditional solution methods for the OPF probleen.
reasons are as follenFirsty, the algorithm models the OPF problem as a quadratic problem for
fast convergence. Secdpdthe algorithm identifies the active constraints gradually and adds
them to the modeled constraint set if needed. These features of the algorithm ensuredhat at ea
iteration, the dimensiomf the problem is the smallest possidior the specific distribution
system.

15



Section 3: Object-Oriented Device Modeling

This section describes lagh-fidelity standardizednodeling approach for power devices that
enables objecbriented analysis electric power systems.

As shown inFigure 3.1, he modeling approach starts from physical based models of power
devices referred as compact device models. Any existing model can be used as adevigect
model. In general, these modelse in terms of states and control variables. A qatidation
procedure isthen applied to the compact model. This procedure consists of introducing
additional variables to reduce higher order terms tdimear terms of highest order twim case

the compact model is linear or quadratisis procedure isnot needed. The end result is a
guadratized device model which in generalalso in terms of state and contra. The
guadratized device model is integrated for the purpose of converting it into an algebraic model.
We have selected the quadratic integratmethod for the integration. The reason for this
selection is that the quadratic integration method has better properties than the popular
trapezoidal integration method and it is also reasonably manageable (from the complexity point
of view). The integation process transforms the state and control quadratized device model
(SCQDM) into a state and control algebraic quadratic companion form (EEAQ

Compact Quadratized Stateand
Device Model Control
Model Algebraic

Quadratic
A Set of Quadratized Companion
Algebraic & » Equations & » Form
Differential Inequalities, the

Linear & Highest Order is (SCAQCF)

Nonlinear Second Order

Equations

&
Inequalities
Addition of State Quadratic
Variables Integration

Figure 3.1: ObjectOriented Modeling Approach

It is also important to note that the modate in quasidynamic domainwherethe compact
models typically ignore fastlectromagnetidransientsbut include differential terms for only
slow dynamics such as those arising from electromechanical osadiatcontrolleractions.

16



This section is organized as follows: the gigiamicdomain S@QDM is described in Section
3.1, the quasdynamic domain S@QCF device model is described in Secti®2; andan
example to illustrate the objeatiented modelig is described in Section 3.3.

Section 3.1: Quasi-Dynamic Domain State and Control Quadratized
Device Model

The quastidynamic domairstate and control quadratized device model (SCQDM) is used to
represent the physical model and it is a preliminary step to obtanutdsdynamicState and
Control Quadratic Companion Form (SCAQCF) device model. All the terms in SCQDM are at
most secondrder. The specific syntax of the model is provided below with the following
selections/requirements: (a) list all the linear equations for through variables first; (b) list all the
remaining linear equations; (c) all differential terms only appear ifintbar equations; (d) list

all the remaining quadratic equatior{s) the equations containing through variables must be
listed first; (§ the highest order of the model is second order. The requirements are always easily
met by introduction of additionatate variabledNote that the phasors are divided into real and
imaginary parts imquadratized device modahd that all the elements in the matrices are real
values. The general expression &2QDM is:

ax(t
I (t) quxlx(t) qllu(t) Deqxd{% C+e¢:

0= quﬂx(t) H, qLEu(t) Deqxa% G-etﬁ

¢ P ooe o g 0
0= YyqoX(t) Moqgu() (Y { eqX3>X(t)£j o) ( Flagu() W] (Fox()  Cig
l : g i g i g

8 o 8 o g ,l‘

h(X(),u(©) = Y, () () ()" Pfxxu)fu )T Fu(d WDl Fux(d  Cy

l | ! : I } |

| y 1 y I )

Connectivity: TerminalNodeNamr
Normalization FactorsStatdNormFactor, ThroughNormFactor, ControINormFactor

subject ta h,,¢hkup)dh_ .
l"lmin ¢tu ([Umax

where:
I (t) : the through variables of the device model

X(t): external and internal state variables of the device model
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u(t): control variables of the device model, i.e. transformeretap,

Y. - Matrix defining the linear part for state variables medir througlvariable equations;

Y.... matrix defining the linear part for control variables mekr through variable equations;

equl *
D..q - Matrices defining the differential part for state variables medr through variable

equations;

C.qa - COnstant vector of the device model imelar through variable equations;

Y, - Matrix defining the linear part for state variables in linear virtual equations
Y. . matrixdefining the linear part for control variables in linear virtual equations
: matrices defining the differential part for state variables in linear virtual equations

C.. - Constant vector of the device d®in linear virtual equations;

Y..s: Matrix defining the linear part for state variables in the remaining quadratic equations

Y.

€q

C.: Constant vector of the device model ie temaining quadratic equations;

D3
. matrix defining the linear part for control variables in the remaining quaeetiations

F. ... matrices defining the quadratic part for state variables in the remaining quadratic equations

egxx”

F..... matrices defining the quadratic part for control variables & riémaining quadratic

equu *
equations;
F.q Matrices defining the quadratic part for the product of state and control variables in th
remaining quadratic equations;

TerminalNodeNam: terminal names defining the connectivitiythe device model;
StatédNormFactor: Normalization Factors for the states

ThroughNormFactor: Normalization Factors for the through and zero variables
ControlNormFactor: NormalizatioRactors for the contrals

h,., ¢h(x,u) ¢ __: operating constrats;

U, U lower and upperdunds for the control variables;

min?

Y, : constraint matrix defining the linear part for state varigbles

F..: constraint matrices defining the quadratic part for state varjables

Y,, : constraint matrix defining thenlear part for control variables;

F,, : constraint matrices defining the quadratictfpar control variables

F., . constraint matrices defining the quadratic part for the product of state and control variables
C, : constraint history dependent vector of the device model.

Section 3.2: Quasi-Dynamic State and Control Algebraic Quadratic
Companion Form

18



The next step is tointegrae the quastdynamic domain SCQDMnodel toderive an algebraic
equivalent modelFor this purpose the quadratic integration method is Udezlend resulis the
guastdynamic domainState and Control Algebraic Quadratic Companion Form (SCAQCF).
Note thatthis modeling standard can be applied aoy device in the power system. The
advantage of the SCAQCF device modedre (a) it does not contain differentiabrms it is
algebraic, the dynamics are expressed in terms of past history terntise (bighest order is
second orderand (c) it is easily cast into a standard syntax sotligatitilization of the model
can be performed by object oriented algorithiise final expression for thquastdynamic
domainSCAQCF device model is:

g1 0

o !} ) : N

i i e a e : a e i
To T TP N A I i
%I(t)Tu-quxX ga Y -lx%<F'eq>x TL1*<%F'eq>U uF< F'%qux B
10 1 i y i : y i: \
| |

i 0 vy

Beq: _Nqu((t h) Neqll.rl(t h_ Met(t r) Ke

¢ i o e 0
1 . | 1 - |
h(X, U) = Yfqu( +Yfequ :|:b(T < I:‘feq>>X y U:‘:l: < F‘feqhu ,l\p1<l|\|:‘ feqL>><>< C y
| . | | | | |
i y y y

Connectivity: TerminalNodeNarr

subject ta h,,¢hkup)dh_ .
l"Imin ¢ u ([Umax

Normalization FactorStateNormFactor, ThroughNormFactor, ControINormFactor

where

I(t) and I(t,): the through variables of tlieevicemodel;

x: external and internal state variables ofdegicemodelx =[x(t), X(t,.)] ;
u: control variables of thdevicemodel, u =[u(t), u(t, )] ;

Y, matrix defining thdinear part for state variables;

F... Matrices defining the qdaatic part for stateariables;

Y_.,- matrix defining the hear part for control variables;

equ*

F...: Matrices defining the quadratic part for control varigbles
F..... matrices defining the quadratic part for tmeduct of state and control variables

equx”

B,,: history dependent vector of tdevicemodel;
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N..: Matrix defining the last integtion step state variables part;
N.,.: Matrix defining thdast integration step control variables part
M.,: matrix defining the last integration stepahgh variables part;
K.q: constant vector of theevicemodel;

TerminalNodeNam: terminal names defininpe connectivity of thelevicemodel
StateNormFactor: Normalization Factors for the states

ThroughNormFactor: Normalization Factors for the through and zero variables
ControlNormFactor: Normalization Factors for the controls

h.., ¢h(x,u) ¢ _: operating constraints;

Ui Unay: lOwer and upperdunds for the control variables;

min?

Y..... constraint matrix defining thenear part for state variables;

feqx*

Freq: CONStraint matrices defining tiggiadratic part for state variables;

Yiequ: CONstraint matrix defining the linear part for contratiables;
Frequ: CONStraint matrices defining the quatic part for control variables;
F

. constraint matrices defining the quadratic part for the prodéicitate and control

fequx *
variables;

Cq- Constraint history dependent vector of the device model.

e4d 8
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e
24 8
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Section 3.3: Object-Oriented Modeling Example

In this subsectioran IGBT-basedconverter average model wigP-Q controller is presented as
an example of objeariented device modeling-he compact model of the physical circuit, the
guadratized model and the SCAQCF model are described respectively.

The diagram of theonverter with a FQ controller is demonstrated in Figure 3.2. The control
variables of the system are the desired output active and reactive pgwend Q. ) of the

ref
converter. This can be achieved by colitig the modulation index of the converter and the
phase angle difference between internal voltgand terminal voltag®/, . The parameters of

the converter model are the resistance on the DCasidihne inductance on the AC side.

P

ref .
Controller
—_—
Qref
VAD o L] \7a
DC-AC Converter oV,
VKD O— O Vc

Figure 3.2: RQ Control Converter
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Figure 3.3: Circuit Diagram of the D@AC Converter

A summary of this model ithe standard form is as follows. First, the statesdistesl below.

22

State Index Description of States States Units
0 Real part ofV,, Voo, kV
1 Imaginary part oV, Voo kV
2 Real part otV , Vo, kV
3 Imaginary part oV, Vo, kV
4 Real part ofV, Vv, kV
5 Imaginary part oV, Vv, kV
6 Real part ofV, v, kV
7 Imaginary part oV, vV, kV
8 Real part ofV, A kV
9 Imaginary part ol V, kv
10 Real part ofE,. = kV
11 Imaginary part ofE Epoe kV
12 Real part ofE, E, kV
13 Imaginary part ofE, E, Y
14 Real part ofE, E, kV
15 Imaginary part ofE, E, kV




16 Real part ofE, E, kV
17 Imaginary part ofE, E, kV
18 Real power output Pe MW
19 Reactive power output Q.. MVAr
20 Modulation index m No unit
21 Voltage magnitude o¥, Vamag KV
Additional variable (modulation
22 . . : m kV
index times DC link voltage) Foc
Additional variable (nE&,. over
23 mE,. OverV |  No unit
Vamag)
Additional variable (sine function
24 of the angle difference betwedn s NoO unit
andV,)
Additional variable (cosine
o5 function of the angle difference s, No unit
betweenE, andV,)
The control variables are:
Control Index Description of controls Controls Units
0 Reference real power for® P, MW
controller
1 Reference reactive power for@ Q. MVAr
controller
The parameters are:
Parameter . Parameter :
Description ofParametesy . Default Setting
Index Variable
0 Convertgr equivalent ' 0.03 ohm
resistance
1 Conyerter equivalent L 0.08 mH
inductance
Proportionalcoefficient of
2 PQ controller foreal PK, 1.0
power
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Integralcoefficient of PQ
controller forreal power

PK, 200.0

Proportionalcoefficient of
4 PQ controller foreactive
power

QK, 1.0

Integralcoefficient of PQ
5 controller forreactive
power

QK, 200.0

The final equations for the model are listed
provided in Appendix A.

Equation Set {linear through equations)

V

- VKDr 'EDCr

below. The detailed derivation of this model is

| = 2D o (3.1)
oy =22 Yo o (3.2)
o, _ Vaor ﬂ\g;or Eoc: (3.3)
o, _ ~Vani zKrDi Eoc: (3.4)
Iaf:m_is(va‘ -E,) (3.5)
|, = Wls(v‘“ E.) (3.6)
Ib’:mis(vb‘ -E,) (3.7)
l, = WlLS(Vb' E,) (3.8)
I”Zwi_is(vd -Ey) (3.9
o = WlL V., E) (3.10)

S

Equation Set Zlinear internal equations)
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Equation Set 3quadratic equations)

0=
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(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

BYE : S e

(3.20)
(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)



Operation Constraints:

-IDC,max
1 1
o¢ V2 o+ V2
w2 w2 ®
1 1
0¢—=Vy +=55Vi
WLE L
1 1
0¢ V2 + 2
77 R
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1 1
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Section 4: Automated Construction of Measurement
Models

This section introduces theomputationalprocedurewhich enables data frorsensors tdoe
steamed and used Hye distributed quasiynamic state estimation. With increasing deployment

of smart meters and other grid sensors in distribution systems, the amount of available
measurements is growing. These measurements as well as the other measurements proposed in
Sedion 4.1form the DSDQSE measurement set theatables the estimation of thalistribution
systemoperating stateGiven themeasurement seind all the device models in a distribution
system section, the DBQSE create the measurement modeht devicelevel, i.e. the
measurements are expressed as a function of the device $tawesa network formation
algorithm creates the mapping between the states of individual devices to the state of the network.
Using the mappingeach measurement model is transfedninto a model in terms of the
network states. In this form, the measurements are used to perform a dynamic state estimation
and provide the best estimate of the network states. The dynamic state estlmaataaily
guantifiesthe consistency betwedhe measuremestand the network modelThe estimated

states and the validated model for the whole distribution system seotjether with a
guantitative confidence levelfor the validity of the model and states is provided to the
distribution management sgm This output informationfrom the DSDQSE can beused for

any application that requires the real time model and operating conditionsvitfhe

The organization of this section is as follows. Sectiondédcribegshe measurement definition
set for 5-DQSE. Section 4.2 introduces an objegented way to create the deviewel
measurement model. Section 4.3 describes the netexekmeasurement modefeation. And
Section 4.4 illustrates the algorithm of distributed cualysiamic state estimation.

Section 4.1: Measurement Definitions

With increasing deployment of smart meters and other grid sensors in distribution systems, the
amount of available measurements is growing. These measurements enable implementation of
distribution system state estitnes to provide reafime models and operating conditions of the
distribution network. To further increase redundancy and accuracy of the estimatednsates,
proposethe state estimator measuremdefinition set wherethe measuremen@re classified

into four types:

(a) actual measurements: measurements from actual measurement channels, i.e., any
measurements from any IEDs (relays, meters, FDR, PMUs, etc.);

(b) derived measurements: measurements derived from actual measurements based on topology.
Figure4.1 shows an example of creating a derived measuremardistribution system section
In the figure, thre@ohase current measurements from B13 to B14 and-fiva@ge current
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measurements of the capacitor bank at B25 are availHls as shown in ection (4.1),the
threephase current from B13 to B12 is computed by applingr c hhof f 6 s c,urr ent
which is treated as a derived measurement.

IBlS_BlZ,abC: -(I B12_B13,abc I+ BZS,a})w (41)

Figure 4.1: Example dd Derived Measurement

(o) virtual measurements: mathematical quantities defined by physical laws, suBGLas
model internal equations, efeigure 4.2 shows an example of creating a virtual measurement in
a distribution system section. In the figure, thpbase currentneasurements from B301 to
B300 and threg@hase current measurements from B301 to B302 are available. According to
KCL, the sum of these two thrgdhase current measurements at B301 is zero, which is treated as
a virtual measurement as shown in equatiod) (4.

0= IBSOl_BSOO,abc + B301_B302,a (42)

?‘ IED 2
*’“’3949
“ B30 I 1: Tasoz

Figure 4.2: Example of a Virtual Measurement

|IED 1

(d) pseudo measurements: not directly measured, represent quantities for which their values are
approximately known, such as missing phase measurements, neutral/shield voltage
measurements, neutral currents, etc.
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Section 4.2: Construction of the Measurement Model at Device Level

The construction of the networkeasurement model consists of two st@jpe first step is to use

the given device model file and the measurement definition file to creat&S@RQCF
measurement models associated with each deVicese devicdevel measurement models
containdevicelevel actual, derived, pseudo and virtual measurements. The second step is to
construct the networlSCAQCF measurement model from dewlsvel measurement models.

This step is achieved by first using thwen device model file and the network interface node
name list to create the network SCAQCF model and the mapping lists. Then we create the
network measurement model from devieeel measurement model via mapping ligtkile

adding additional virtual measurements (network KCL equations) themetwork SCAQCF
model. The wha procedure is shown in Figure 2.2

This subsection introduces the procedure to create the deveEleSCAQCF measurement
models from measurement defiohs as described in Section 4The problem is stated as
follows. Given all the devices in the network and all the measurement definftimmseach

device, construct the device measurement model in SCAQCF syntax. The construction must be
performed autmatically. The construction of the device measurement model is illustrated below.

Actual Across Measurement:

An actual across measurement of one device is a lioeabination of state variables of this
device, i.e.

z(t) = Ax(D) #,

where z(t) is the measuremen# is the linear coefficient matrix(t) is the device state vector,
and £ is the noise error provided by the meter.

Actual Through Measurement:

The actual through measurement equation is obtained from the device model. For instance, if
there is a current measurement atjthégerminal of a device, then the measurement model is the
eguation corresponding to tftb terminal in this device modelgi

N N a

20=%xX(0 *Yu() I Rx G oo Py whbEx O Net B Nyt b Mt H KA
l : | l: L |
oy 0 y o y

where z(t) is the measuremeny,, is the linear coefficient matrix for state variabl¥s, is the
linear coefficient matrix for control variable§, is the quadratic part for state variableg,, is
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the quadratic part for control variables, , is the quadratic part for the product of state and
control variables, N,, is the linear coefficient matrix for past history state variablg is the
linear coefficient matrix for past history control variabl®k, is the linear coefficient matrix for

past history through variablek,, is the constant valuend# is the noise error provided by the
meter.

Derived States Measurements:

A derived state measurement of one device is a linear combination of state vasfathiss
device, i.e.

2(0) = Ax(Y) #,

where z(t) is the measuremens is the linear coefficient matrix(t) is the device state vector,
and £ is the noise error provided by the meter.

Derived Functional Measurements:

The derived functional measurement equation is obtained from the device model. For instance, if
there is a derivedurrent measurement at tith terminal of a device, then the measurement
model is the equation corresponding tojtheerminal in this device model, i.e.

€ 1 0 e 0 e a

20=Yx() () 1 Ex b oo By Ry Ng(t B Nyt b MGt h KA
} : | }: | :J |
I y oI y y

where z(t) is the measuremeny,, is the linear coefficient matrix for state variabl¥s, is the
linear coefficient matrix for control variable§, is the quadratic part for state variableE,, is

the quadratic part for control variables!  is the quadratic part for the product of state and
control variables, N,, is the linear coefficient matrix for past history state variabls,is the
linear coefficient matrix for past history control variablsk, is the linear coefficient matrix for

past history through variablek,, is the constant valuend# is the noise error provided by the
meter.

Virtual Measurements:

Virtual Measurements are thoHeat expresphysical or mathematical laws such as Kirchhoff
Current Law. For instance, the zero sum of the currenta @mmon nodeis a virtual
measurement.
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whereY,, is the linear coefficient matrix for state variabl¥s, is the linear coefficient matrix
for control variablesF, is the quadratic part for state variable§,, is the quadratic part for

control variables F, is the quadratic part for the product of state and control variabilesis

the linearcoefficient matrix for past history state variablé,, is the linear coefficient matrix
for past history control variabled], is the linear coefficient matrix for past history through

variables,K, is the constant valuand # is the noise error.

Pseudo State Measurements:

A pseudo state measurement of one device is a linear combination of state varfiahiss
device, i.e.

z(t) = AX(D) #
where z(t) is the measuremens is the linear coefficient matrix(t) is the device state vector,
and £ is the noise error of this pseudo measurement.

Pseudo Functional Measurements:

The pseudo functional measurement equation is obtained from the device model. For instance, if
there is a pseudo current measurement ajtthéerminal of a device, then the measurement
model is the equation corresponding tojtheerminal in thisddevice model, i.e.

e 1 0 e 0 e a

20=Yx() () 1 Ex oo By wRRx  Ng(t B Nyt b MGt H KA
l : | }: | 1 |
I y |- y y

where z(t) is the measuremeny,, is the linear coefficient matrix for state variabl¥s, is the
linear coefficient matrix for control vatides, F, is the quadratic part for state variables,, is

the quadratic part for control variables)  is the quadratic part for the product of state and
control variables, N,, is the linear coefficient matrix for past history state variabg,is the
linear coefficient matrix for past history control variablbk, is the linear coefficient matrix for
pag history through variable¥(, is the constant valuand # is the noise error of this pseudo
measurement.

The measuremenmodek at the devicdevel can be expressed as a vector function with the

following general expressiorNote that the general expression below becomes a part of the
device object (th&CAQCFaobject).
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where:
Z: measurement variables at both tin@ad timetm, z=[Z(t), Z(t,)];
x: external and internal state variables of the measurement nxogpi(t), x(t,)] ;

u: control variables of the measurement model, i.e. transformer tap, ®fo(t), u(t, )] ;
Y. matrix defining the linear part for state variables ofdbeicelevel measurement model;

devm x*

F.em,. Matricesdefining the quadratic part for state variables of dbeicelevel measurement
model,

Yiemo. Matrix defining the linear part for control variables of thevicelevel measurement
model,

F.em . Matrices defininghe quadratic part for control variables of thevicelevel measurement
model,

Fsewm xo: MAtrices defining the quadratic part for the product of state and control variables of the

devicelevel measurement model,
C..... history dependent vector of tdevicelevel measurement model;

devm*
Neewm x - Matrix defining thelast integration step state variables part of tievicelevel

measurement model;
N . matrix defining thelast integration step control variables part of tlkevicelevel

devm u *
measurement model;
M. matrix defining thelast integration step through variables part of tthevicelevel

devm *
measurement model;
K,. :constant vector of thmeasurement model of tidevicelevel measurement model;

devm*

dMeterScalc: the scale tht meters use (in metric units);
dMeterSigmaPL: the standard deviation ftilie measurements (in per. unit).

Section 4.3: Construction of the Measurement Model at Network Level

This section introduces the procedure to create the netenoekSCAQCFmeasurement model.

This task is achieved by two subtasks: (1) Crédagenetwork model of this distribution system
sectionandthe mapping lists frondlevices to this network (2) Use the mapping lists to create

the networklevel SCAQCF measurement model from devleyel SCAQCF measurement
models and add the network KCL equations as additional virtual measurements to the network
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measurement modefigure 2.2 shows the flow chart of netwddvel SCAQCF measurement
model construction. And thgeneal procedure is described here.

The first task is to form the network SCAQCF modéie purpose of the network formation is to
(1) provide the mapping liststates, equations, contrplsnd constrainjsfrom devices to the
network, and (2) provide the network KCL equations at the common nobNesice that the
formation procedure is objeotiented, in other words,ivgen all the deviccCAQCFmodels in

this nework and the network interface node name lighe results arghe automatically
constructechetwork SCAQCF model and the mapping ligtppendix B illustrates the detailed
objectoriented algorithm for constructing the network SCAQCF model and its SCAQCF
expression.

The next step is to form the network SCAQCF measurement model. This task is achieved by
using the mapping information to transform the measurement model from -texeteto
networklevel. Specifically,given the network SCAQCF model and thepping lists, the
network SCAQCF measurement model is automatically construidtexiaccomplished by the
following two subtasks(l) Use the mapping lists (devicgatesto network statesdevice
equationdo network equationsanddevicecontrolsto netvork controls), the states and controls

in thedevicelevel measurement modeése replaced with netwoilkevel states and controlg)

Add network KCL equations as additional virtual measurements to the neevellSCAQCF
measurement modelThe detailed objectoriented algorithm for construction of network
SCAQCF measurement model appearAppendix C.

Section 4.4: Distribution System Distributed Quasi-Dynamic State
Estimator (DS-DQSE)

This section introduces the architectarelthe algorithm of DSDQSE.As a distribution system
section with a cluster of controllable loads and resources, VPP acts as a critical role in the
distribution system operation and contréb optimal control the VPRhe accurate operating
condition and accuate distribution gstem model areequired. And DSDQSE is able to solve

this problem.

DS-DQSE has following characteristics to fit and support the VPP: (a) State estimation and data
validation: DSDQSE provides redime estimated states, validated measurements. and validated
models through distributed dynamic state estimatiotice thatin addition to the actual data
collected from IEDs, several other types of measurements are defined, resulting in high
measurementdundancy. Such high redundancy guarantees the accuracy of the estimated states
and the network model of VPP. (b) Anomalies detection and root cause identification: the hidden
failures such as blown fuses, cut wires, etc. or human errors such as ineotrgof system
parameters such as CT and VT ratios, incorrect instrument transformer connection (delta/wye)
canbe detected and identified. (c) Missing data creation: the missingalabee estimated and
created in case of temporary loss of data.
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As shown in Figure 4.4the DSDQSE is implemented in a distributed architecture. This is a
novel approach compared to present available state estimation applications that are based on a
centralized architecture and are executed in the control cehtedisiribution system (feeders)

can be partitioned into several sections while each section containing some controllable loads
and resources (i.e., each section is a VPP). Each section instal®@EEto perform Quasi
Dynamic State Estimation (QSE) ftis local sectionQSE incorporates slow dynamics (e.g.,
electromechanical transients of rotating electrical machines, controls of power electronics, etc.)
while neglecting fast electromagnetic transiefitse advantage of the distributed architecture is
numeras. First of all, thddS-DQSEis implemented using only local measurements to estimate
the statesof the local distribution sectionThus, the data traffic is confined, and the state
estimator works on a small dimension of the system compared tontepopcessed bya
centralized state estimator. Secondly, since the dimensionally of the problem solved by DS
DQSE issignificantly decreasedhe execution time of the state estimator is fast (i.e. at each
cycle). Thirdly, the relative small dimension of the system allows very detailed power system
models (thregphase dynamic models, instrumentation inclusive). The -bmhese,
instrumentation ltannel inclusive model can eliminate the estimation errors from the imbalanced
operations and asymmetric system, as well as the measurement errors introduced by the
instrumentation channels. In addition, because of the proposed measurement set, wetliecrease
measurement redundancy of the distribution system section and therefore more accurate
estimation results. Last but not least, only the states and validated models of each section are sent
to thedistribution energymanagement system EMS). This featue dramatically reducethe

data communications and makes the whole staitaasin system more efficient.

( Distribution System D

DIST Feeder A, Section 2

H T\H

)
- feal
NTT

Local DDQSE '
Local DDQSE Local DDQSE N

N—
Distribution
| Management Systen
SUB o = GEN @ (DMS)
Local DDQSE Local DDQSE m
| & B

. J/ N J

Figure 4.4 DS-DQSE for a Distribution System
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The DSDQSE works as follows. Firstly, a data concentrator collectb@ltlata from all IEDs in

a specific section and convednd synchronizethese data inta C37.118 data stream. A local
DS-DQSE is installed in this section and only uses all the measurements from this section for the
purpose of avoiding the requirememf obtaining and transmittingneasurementsvia
communication channels from other sectiddste that for this approach, data from at least one
GPSsynchronized device is required in each section in ordemi® tag the estimation results

with GPS accuracyAfter the state estimatiohé estimated states, validated measurements, and
validated models for each section are sent taDikS where the system wide estimatediesa

and model are synthesized.

The estimator is defined in terms of models, states, measurement sets and estimation methods.
The quastdynamic state estimation algorithm is objedented, i.e. all the models in the system

are expressed BCAQCF syntax (described in SectionaBd theDS-DQSEoperates directly on

these object modelsThe local state estimator uses theneratednetworklevel SCAQCF
measurement model(see previous sectiot) perform QSE and outputs the estimated states,
validated measurements, and validated mod¢is. approach allowsfficientbad data detection

and identification, alarm analysis and root cause identification. The advantage comes from the
fact that in each local sectiothe DSDQSE hasgreater redundancy of data compared to a
typical centralizedtate estimator based on SCADA datane

4.4.1: DS-DQSE Algorithm

The DS-DQSE uses three different methods to estimate the states: (@nshnained Least
Square Method(b) Constrained Least Square Methamd (c) Extended Kalman Filtering
Method.Theunconstrained weighted least squasdLS) mehod is briefly presented below.

From section 4.3, we have the network measurement model:

¢ oo s o ¢ 0
1 i | 1 i |
Z= Ynetm Q(( t) +Ynetm &J( D :|:B(T F‘netm& ,l:I H]L: F nethJ }“TFF:? netm)%x C ,l.\-]#etmd. (4 3)
1 : | 1 | l: |
I y | y I+ y

Cnetm: Nnetm% ( _h) Nnetmld ¢ h') 'vH_neim(t h) -K ne-t'r_n

For a given state estimation, it is assumed that the controls do not chaimggethis short period
and therefore are treated as constariigrefore themeasurements are expressed as functions
of the states:

g 0
T 1 1
z=Y, +1X F 6C ebd =h +
netm ¢ 'I[ ?etm% ,:\] netm d ( )) (4.4)
| . Yy

Cnetm =N netm %(t -h) M netjn(t h)' K -Fetm
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wherez is the measurement vector of the syst&y, , is the linear coefficient matrix regarding

to the state vectorx, F

netm x

is thelinear coefficient matrix regarding to the last integration step

is the nonlinear (quadratic) coefficient matri,., . is the history
dependent vectony

netm x

state variablesM .. is thelinear coefficient matrix regarding to the lastegration step through

K

netm

tm 1S theconstant vector of the network measurement madhel g is the measurement error.

The standard deviation (the measurement error) of each measuremp@mntof the measament
data and depend on the IED from which the data have been obtainqukelit®measurements
are not associated with any physical IED #melr standard deviations are set as a relatively high
value (e.g., 0.1 p.u.Virtual measurementre measurements with zero standard deviation. To
avoid numerical problems,ralatively small standard deviatiosused(e.g., 0.001 p.u.).

The UWLS method minimizes the sum of the weighted squares of the components of the
residual vector. Mathematically:

Minimize J=(z(t) -f(x))TW(z(t) 1x)) (4.5

whereW is the weight matrix with the weights defined as the inverse of the squared standard
deviations:W :diag{ 1/s7?,1/ 8% ;- 1/ ﬂé} andS; is the standard deviation corresponding to

each measurement
Unknown state vectox is obtained by the optimal condition:
dJ/ k=0 (4.6)

To obtain the solution of the nonlinear optimization problem above, we linearize the nonlinear
equations (the highest order is the second order in the measurement model) at tk Ippint
assuming that an initial guess$ is very close to the optimal solution:

r=hx”) +hx)/ x‘gx,,(x-x”) z 4.7
After we set
H= px)/ X[t_, . (4.9
and
Z'= h(xX")+Hx "+z, 4.9
the equation becomes:
r=Hx-z". (4.10

And the optimization problem is now expressed as:
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Minimize J=(Hx-z')"W (Hx-z'). (4.19)
The optimal condition is when
0=dJ/ck =2H'™W (Hx Z). (4.12
The solution is:
T L Tpg
x=(HWH) HWz' . 4.13
Upon substitution of th&' vector,we generalize the solution as an iterative equation:
X "E(HWH)H Wz'=x" H wi JHw (" 9z ). (4.14

After calculating the solution, we apply the -dguare testThe chisquare test provides a
mathematical method of evaluatinghether the measurements fit the system model. The
procedure is as follows:

First, we compute the clsiquare value as

X:aah(x)' 4 ( (4_13
i G S,
Then we apply the confidence level:
P=1-Prf, 0, (4.19

wherevu is the degree of freedom, which is the difference between the number of measurements
and states. If the confidence level remains 100%, it turns out that the measurements match the
system model, and if it is 0, the system must contain bad data or hiddezsfand the bad data
identification procedure is initiatedhe state estimator will identify the bad data and remove
them from the measurement set. At the end, the computed best estimate of the state of this
section will be best for the given measuesns.

The computed best estimate of this sechod the network modelre utilized to compute the
best estimate of the bad data, if any, and the bestats of missing data, if any:

< : a
v gl
Zbad - quz_badE-I-l X E:quzQadX EB eqz_bad+ d. (417)
] : |
! y
¢ 0
_ = 1o Ly
Zmiss - quz_misg-i-l X E:quz_migé }\B eqz_mist q (41&
! : |
' y
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wher
and

e the model equations for the bad dat a
fi W is the lest estimate of this network.

If the confidence level remains high, then the measurements are consistent with the network
model. In this case, the network model is validated, and the network model as well as the
estimated operating conditions are transmitted talisteibution managemesystem (DMS¥or

optimal control application
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Section 5: Optimal Power Flow Formation

One of the applicatiof DS-DQSE outputis the full state feedback control of tkéstribution
system The DSDQSE is able to continuously monitathe distribution network operating
condition validate the mods| and deliver the information to the controller in less than two
cycles The accurate operatirgpnditions as well as the validated models enaptenal use of
distributed energy resources (DE®) achieve an objectiveuch as voltage controFor this
purpose on Optimal Power Flow is formulated using the validated model from tB€)JSE as
well as the operating conditions from the -D®SE Note that theequality and inequality
constraintsof the OPF are constructed fronthe devicelevel and networkevel models as
described inAppendix D.This section introduces the details of the definition and formation of

this OPF problem.

The OPF problem is formed using the quadratized model frorRDRQSE By constructiornit is a
guadratized OPproblemof the following mathematical form

S _ T T T
Minimize: J= fb]xx +g)juu X lo:bjx>?( ut I:obJUIS'l u +Fobju¥ CObJC

& 0 & 0 & v
subjectia 0= Yx +Yy I ( E)x b o ( Bju WR(Ex By 1 -
S 2 y
B, = NX(t B Nu(t h- Mgt B K, - (5.1)
e : u e u e: u
YoeaX + Yoeql! {XT<Fi‘nqux 'u +u§<Fiineq>u 'LuT <{Fiinequ>x C {aq 0
A T

l'Imin ¢ u qumax
In this report, the objective is to improve the voltage preftesshe network.

The formation of the OPF problemashievedautomatially by simply using the objedariented
SCAQCF distribution networkmodel. The problem is stated as follows. Givéme network
modelin SCAQCF syntax, definend formthe various components in the OPF problem.
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Section 5.1: Definition/Formation of Equality Constraints

This section introduces the definition and formation of equality constraints in the quadratized
OPF problemSince the equality constraints are obtained ftbenetwork model, they are also
in the SCAQCF fornand th& general expression is:

0=g(x,u) =, X ¥, U

eqx le'eqL>X B _I. (5.2

X
T
o
Q
~_-
X
<D/ o

EU

<t %—) )
<\_)§: -

Bey = NegX € h) Ny € h)y Mgl € h) Keq -
Connectivity: TerminalNodeNamr
Normalization Factor: StateNormFactor, ThgbilormFactor, ControINormFactor
where

| : the throughvariables of the network model;
x: external and internal state variables of the network meedk(t), X(t.)] ;

u: control variables of the network model=[u(t), u(t,,)] ;
Y_... matrix defining the linear part for stateriables;

eqx”

F... Matrices defining the qdeatic part for state variables;
Y_.,: matrix defining the hear part for control variables;

equ

: matrices defining the quadratic part for contratiables;

F
Fequx matrices defining the quadratic part for the proddictate and control variables;

B, history depeneint vector of theetwork model;

N..: Matrix defining thdastintegration step state variables part;
Neq matrix defining thdastintegraton step control variables part;
Meq- matrix defining thdastintegraton step through variables part;
K.q: constant vector of the network model.

TerminalNodeNam: terminal names defining the meectivity of the network model;
StateNormFactor: Normalization Factors for the states

ThroughNormFactor: Normalization Factors for the through and zero variables
ControlNormFactor: Normalization Factors for the controls

As shown in Figure 5.1, three components in the network SCAQCF model construct the equality
constraints of the OPF problerihese three componendgse: (1) power flow equations, (2)
network node names, and (3) state, through and control variables notimalfaators.Notice

that the formation procedure is objectented In other words, given tlsethree components as
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inputs, we construct the equality constraints of the quadratized OPF problem as the oetput. Th
formation procedurdirst initializes thearraysdefined for equality constraints, then copies the
corresponding arrays from the network model to the equality constralmsdetailed objeet
oriented algorithm of equality constraints formatis illustrated in Appendix E

(—F— - - — — — — — -
| I() I
| 0 '
I 0 : : : :
| I( ) = }: X + Yner equ“ +9X <‘Fi;er eqx )X +ju <Er;r equ > Ur+yu {F;:er a;ux> Bner eg |
| r}h‘ '
e :
! 0 |
I
I anr._sq = ner eqxx(r h) Nner sqa.r“(r h) Mner qu(r - h) _Kner._eq (1) I
S S I
h (X ll) Imr feqrx + }fwr feqrfu + lxr (}?;;r Jfeqr ) l ( }:er fequ >ll + 'l“ d (F;;r:feqm' )X + Cner:feq
l Connectivity: TerminalNodeName (2) |

subject to: h_ <h(x,u)<h__
u, =u=u_ .

Note: All the above variables are in metric system.

Figure 5.1: Three Componentsietwork SCAQCF Model fa&Zonstructing Equality
Constraints

Section 5.2: Construction of Inequality Constraints at Network Level

This section introduces the definition and formation of inequality constraints in the quadratized
OPF problem. Since the inequality constraints are obtained from the network model, they are
also in the SCAQCByntaxand their general expression is:

I 0
h(X,U) |nequ |neql}J :::{XT< F';neq>>x,ll:-] ujll:< I:iineq>u ’I[:lJT+<::\|jineq|><X L#éqc O (53)
B

where
Y. ... constraint matrix defining thienear part for state variables;

inegx "
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Freqx- CONStraint matrices defining the gluatic part for state variables;
Yinequ
Frequ- CONstraint matrices defining the quatic part for control variables;
. constraint matrices defining the quadratic part for the mtodt state and control

: constraint matrix defining thenlear part for control variables;

F

inequx *
variables;
C. .... history dependent vectors for the inequality constraints.

ineqc "

As shown in Figure 5.2, two components in the network SCAQCF model construct the inequality
constraints of theuadratizedOPF problem. These two components arengltyvork functional
constraint equatia and (2) upper bound and lower bound veestoof these functional
constraintsNotice that the formation procedure is objedented In other words, given these

two componats as inputs, we construct theequality constraints of the quadratized OPF
problem as the outputhe formation procedure first initializes the arrays defined for inequality
constraints, then transform the bilateral inequalities in the network modiletanilateral
inequalities in th@OPF problemThe detailed objeatriented algorithm of inequality constraints
formation is illustrated in Appendii.

1)

et equ et egn

1) =Y X+Y, 0+ xr<F" >x + 11r<F”;_m>u +Ju’ <F,;,_gw>x -B,...
. . _ . . .

B --N__ x(t-h)-N

net, e net egx net, equ

u(r—h)— Mm_.gql(r—h) -K,...,

|
- - T : r . r )
: h (X.. ll) = }}m‘:fgq.rx + }m‘:fgqrr“ X {E;nfwr}x +qu (F;:er:ﬁ?qn }ll +yu (F;:er:ﬁeqm }X + Cner:feq |

u, susu_.

Normalization Factor: StateNormFactor, ThroughNormFactor, ControlNormFactor

Note: All the above variables are in metric system.

Figure 5.2: Two Components in Network SCAQCF ModeCfamstructinginequality
Constraints

42



Section 5.3: Construction of Control Constraints at Network Level

This section introduces the definition and formation of control constraints in the quadratized
OPF problem. The control constraints in the OPF problem are digdtiyned from the control
constraints in the network model, and their general expression is:

umin ¢ u qumax ' (54)
where

u,,: lower undvectorfor the control variables;
U,.... Upperboundvectorfor the control variables.

The formation procedure is objeatiented, i.e., given the control constraints from the network
model as the input, we compute the control constraints of the quadratized OPF problem as the
output. The detailed obf-oriented algorithm otontrol constraints formadn is illustrated in
AppendixG.

Section 5.4: Construction of Objective Function at Network Level

This section introduces the definition and formationhafobjective function in the quadratized

OPF problem. The objective function is defiresitheminimization ofthe sum of thesquares of

the difference between the voltage magnitudes at selected nodes and the targeted voltage values.

Since the voltage phasaase in Cartesian coordinates, the magnitude of a voltage phasar is

guadratized, but in a square root forffo solve this problem, we create a voltage magnitude

mod el where the voltage magnitude i s itas st at e

desirable tocontrol the voltage, a voltage magnitude madgllacedat thatnode Notice that the

networkmodelis formed by considering all the voltage magnitude modeierefore if a node

name with A_MGO occur s i nitistdetetedraedtawtomaticallyn o d e

included In this way, lhe objective function is expressed as:
vV, -V

imag ~ Vitarget

2,
minimize: J = a £ E (5.5)

ii {selected nodes/pha#g i Vi target

whereV

i,mag

to neutralvoltage

is a state of the network, which is tha@ltagemagnitude of the settednodesphase
V. et 1S the corresponding target voltage valueanda; is a user defined
tolerancevalue (e.g, 4%). Note thatv, .. is identified by the coesponding node name with
A _ MGwhjle
magnitude model.

Vi age @Nd & are the parameters obtained from therespondingvoltage
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The formation procedure is to expand the objective function and store the coefficients from
different par$ into correspondingarrays. The general quadratized format of the objective
function is:

Minimize: J= Y, x +¥,u ' E,x u+E,u u +,x C, (5.6)
where

Y! . . coefficients of the linear state variables in the objective function;

objx *
Y, - COefficients of the linear control variables in the objective function;
F...... coefficients of quadratic state variables in the objective function;

obijxx *
F.nu. - COEfficients of quadratic contreariables in the objective function;
Fopux - CO€fficients of the production of state and control variables in the objective function;
C,yic - CONstant value in the objective function.
Theobjective functiorformaion procedure is objedriented, i.e., given the network node name
list and its network indekom the network modeds inputs, we construct the arrays defined for
the objective function as output¥he detailed objeabriented algorithm is illustrated in

AppendixH.
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Section 6: Optimal Power Flow Solution Algorithm

This section introduces the optimal power flow solution algorithm after the OPF problem is
defined and formed in Section %iven the dehed optimization problem and the current

operating point(x’,u®), the algorithm firstappliesthe co-state method to linearize the OPF

problem so that the OPgroblembecomes a linearized problempresentedh terms ofcontrol
variablesonly. The number of linearizeaperational constraints only theinequality constraints
that are close to their limitgnodeled constraintsOperational constraints that are not near the
limits do not need to be part of the OPF salntiun-modeled constraints)The control
constraints are the physical upper and lower bsusfdthe control variables fronthose
controllable devices. Then the algorithm computesaiemal values of theontrol variables
using linear programming and sobthe state variables by power flow equatidhshe updated
operating point violates thariginal quadratianodeled constraints, then the Ogfvermodifies

the b vector inthe set of inequality comstints inlinear programmingretrieves the operating
point from the last iteratignand resolves the linearized optimization problenif. the updated
operating point violates some of tlke-modeledconstraints, then the OPF solver adds these
constraints, etrieves the operating point from the last iteration, linearizes the new constraints,
and solves the linearized optimization problem agaéive end result othe OPF solver is the
optimal controloutput i.e. the optimal values of tle@ntrol variablesFigure 6.1 shows the flow

chart of the algorithm.
Check Violation fol heck Violation for A
Y l Y l

Start
Given the Defined
Optimization Problem &

Current Operating Point TR 7
0 pdate the Operatin
X, U —
o) l Point (° u® l

Form the Linearized Compute State Variables Cgradittz ttr;]i Ihz;razlgrgr' Add New Violated
Optimization Problem Using Network Model p in LP Constraints to the Mode]

Replace the Operating

A
l l [ Point (% u® by (x, u)
Sqlvg th? Llneanzed_ Retrieve the Operating Point Retrieve the Operating
Qi [Pl «4—| fromthe Last Iterationx, Point from the Last
Output: New Control ’

H 0
Valuesu u) Iteration §&°, u®)

I [ Go to the Next Iteration|

[ Linearize New Constrain}s

Figure 6.1: Flow Chart of the Algorithm
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The proposed OPF solati algorithm is robust and hilyhefficient. The robustness means that

the algorithm starts from a feasible but not optimal solution and moves the operating point in the
feasible region while approaching the optimality. Therefore, the output of the algorithm is
alwaysa feasible solution. High effiency means less runtime compared traditional solution
methods for the OPF problenihe reasons aras follows:(1) The algorithm models the OPF
problem as a quadratproblem for fast convergenc€) The algorithm identifies the active
constraintggradually and adds them to the modeled constraint set if needed. These features of the
algorithm ensure that at each iteration, the dimension of the problem is the smallest possible for
the specific distribution system section.

Section 6.1: Linearization

This subsection introducdbke linearization of theuadratizedOPF problem usinghe co-state

method. The reason of using linearization technigig (1) The quadratized OPF problem
consists of both state variablasd control variables. To simplifyie problem,we applythe co-

state method so that the OPF problem becomes a linearized problem represented by only control
variables (2) After the linearizationthe problem is transformed into a LP in standard form
which is solve with ainear programming aver. A brief introduction of the linearization
procedure is as follows. The detailed procedure is given in Appendix H.

Recall that the general expression of the OPF problem is:

RS _ T T T
Minimize: J(x,u)—fbjxx +ﬁ)juu ¥ OB UF B uTHLx Cuk

e u e : u e: u
subjectta 0= dx,u) =Yx {)@< Eq>>XL u%< Eyu I}JT‘@ FahX B.;1 I
PoE oy iy y
Beq: _Neq%(t h) Neqy(t h_ Meal(t I') Keq -
é : a é 0 é: a
h(X’u):Yinequ -l_YineqL!"I {-lXT< Fiineq>>x L ujlf—< I:'ineqhu :I\l\}‘ll<{|jineq\>>2< C:Il;ﬁléqc O
B R A

u. ¢u

min max

(6.1)

The formulated OPF problem iguadratt and in a standard formaso the linearization
procedure isimplemented as an object oriented progrdwote that the objective function,
inequality constraintsand control variables are the three componentswiiabe linearized,
while the eqality constraints are taken into consideration during the linearization procétere.
algorithm is applied only to the modeled inequality constraints. -Nadeled inequality
constraints need not to be linearized
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The final expession of the linearizeabjective function is:

J=c' D &, (6.2)

where Du is the increment of the control variable Du =u ud°, x° andu® are the current
operating pointg is the linear coefficient vector ddu ,

T:dJ(xO,uo) _pJ(xO,uo) E |g(x°,u°)

C : (6.3)
du Hu Hu
ﬁ is the cestate vector regding to the objective function,
5 x°,u®)& g(x°u°) ©
g - W) a(Cu) 9 (6.4)
Ix & K 0
g -
andd, is a constant valyed, = J(xo,uo).
The final expression of the linearized inequalities is:
abu +d @, (6.5)
Wherea is the linear coefficient matrigf Du,
dh(xo,uo) uh(xo,uo) . g(xo,uo)
a= = ke , (6.6)
du U U
ﬁ is the cestate vectoregarding to the inequalities,
5 x°,u®)& g(x°u°) G
X = al )eeg( ) 8, (6.7)
KX ge K 9

andd is the constant value vectat =h (x°, uo) .

The constraints of the control variable are also changed to the constraint of the increment of
control variable in the following way:

Substituteu =u°® + (L into the control variable constraint,,, ¢u & __ , we have:

Uy, $U° + WD ug,, . (6.8)

Thus, the constraint of increment of control variable is:

u,,-u’® ¢ ug, u’ (6.9)

min
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After the linearization of the quadiz@d OPF problem, we have the linearized probieith
respect toDu only, and itsexpression is

Minimize: J=c' D 4
subjectta abDu +d © . (6.10)
u, -u® ¢ u¢ u

Section 6.2: Solution of the Linearized Problem

This subsection introduces the procedursdive the linearized optimization problem defined by
equation set§.10) by a standard linear programming (i.e., simplex method) solver. Recall that
the linearized problem consists of inequality constraints, and all its variables are free variables.
Simplex method solves require thaall variables be nenegatve as shown in equation set (6)1

Minimize: Cx
subjectta A= E (6.11)
x2 0
In order to (1) transform the inequality constraints in the linearized problem to the equality
constraints in the standafokm, and (2) transform the free variables in the linearized problem to

the nonnegative variables in the standard form, we need to introduceegativevariablesto
the linearized optimization problem

First, we introduce nomegative variables” and s into the objective function:

L yo§ s, (6.12)
wheres"2 0 ands 2 0.
Denotes’ = gsl* S *Tg, ands = @ e, 'Tg, where n is the total number of the control
variables.

Then, he objective function is in the following form:
N T . €
Minimize: J=gc < g . (6.13)
The constraints aré¢hen changed into the standard form. For each inequaldgstraint

a,,Du 1 6, a nonnegative variabley, is introduced. And the inequality constraint is
transformed into the equality constraint:

aou(5-5) *y ¢ O, (6.14)
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wherey; 2 0.

For each control variableonstraint/ . - u, ¢s° s & U, nonnegative variablep and

g are introduced, so thaf - s~ 24, 4 is transformed to

-5 P 4 W O (6.15)
And s - s ¢y, 4 is transformedo

§-5 0 4. @ 0. (6.16)
Thus, the inequality constraints are changed to:

[a -a]gs_ Sﬂl ¢ 0=
& 0

[I _|]é$+ g‘p l:lmin UQ'- 0
e

a : (6.17)
SO
(1 -1]6 08 Upy % O
U
s',s,V,pg2 0

And the problem isow in the following standard form

Minimize: J= Cz +c¢

subjectta &= B (6.18)
z2 0
ec &
&c 3 @ -al 0 0 e -d
whereC=€0 , z=¢€y ,A=gl i 0 I-0 ,andB=2umm U’
gO gp él -1 0 0o I é’lmatx-uo
o &q

The solution of the linearized optimization problem is obtained abygtandard linear
programmingsolver (i.e., simplex method)The solutionprovides thevariabless™,s” and Du .
Theupdatedptimal values of theontrol variablesre u=u® + (L
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Section 6.3: Equality Equations Solution (Power Flow Problem)

Once the new control values aretained the network states need to be updated accordingly. As
the state and control variables obey the power flow equati{rau) =0, we use power flow

equations d solvefor the updated states by substituting the new control values into the control
variablesThe details are illustrated below.

Recall that the power flow equatiomgx,u) =0 is:

é é a & 0

0=g(x,u) 0 ¥ x Yy ‘:x3r< Ijeq>x u!{( F‘eq>u I[}JT<1|+|:‘eq>Q< BL;,ql
(R (I P i (619)
i i y i y

<\moTo

Beq: _Neq%(t h) N'eqll.lj(t r)- Meﬁl(t r) Keq -

The updated statese solved by the NewteRaphson methodAnd the detailed procedure is as
follows.

(1) Let =0 and x =x", wheren is the iterationnumberto obtain the stateX in the

NewtonRaphson method.
(2) Substitutex” and u into the power flow equatiomy(x”,u), and emputeg(x",u). If

Hg(x”,u)”(t e, x" is the solution and the procedure is terminated, wleeie a user
defined small value that is used to determine whether the solution is converged.
Otherwise, go to step (3).

1g(x'u)

(3) Compute the Jacobian matrix———. The Jacobian matrix can be easily achieved as
pX

illustrated in Section 6.1.
o n 'l
&pg(x,u) 0 (

4) Computex”™ =x" -2 0 u).
(4) Computex™™ =x" = ng,U)

¢
B)n= n4d.1fn¢ p, go to step (2); otherwise, return nonconvergeneg, (s the user

defined maximurmumber ofiterations allowed to compute the statesandn,,, is set
to be 15 in this algorithm.)

The new operating pointx(and u ) is formed from the above computed values.
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Section 6.4: lterative Linearization/Solution Method

Since the new operating point is computed from the linearized optimization problem, it may
overshoot andviolate some of the original quadraticinequality constraintsbecause of
linearization erras. Someof thesemodeled operational constraints may be out of their bounds,
especially for those constraints reaching upper bounds in the linearized optimization problem.
Therefore, we need to check vither the active constraints(x,u) ¢ O still hold at the new

operating point.
If any modeledconstraint is violated, the algorithm updates its corresporaingtant itenb in

the linearized optimization problenmetrieves the previous solution, and solves the updated
linearization problenand the power flow problegain.

o . . dh(x°,u°)
Note that for each linearized inequality constraint, we ha\(g9,u°)+d— D ©, and
u
' d ( o,uo)
the constant item b is— ——Du ¢ R(x°.u°) b
u
Thedetailsof modifying the constant item lareas follows.
A
_— b —_———— 1A Pt <—h(xu)
C/ Overshoot ( )
0 > u 0 ,,0 ph Xo’uo
-F-f-—-—- 42— e e
/’: D <— -h(x,u) uh( . 0)
X,u
h(x”,uo) — - h(x,u) -+h(x°,u°) T ul
(x,u°) =)
«— Du

Figure 6.2: Linearization Update Method

As shown in Figure 6.2, the inequality constraint violation is caused by the linearization error of
the control variableu. Firstly, the LP result i¥u, and point B is the operating point for the
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linearized problem and point A is the operating point for the nonlinear problem. Although point
B still does not violate the constraint, point A is aboveupper bound. And the overshoot is

h(x,u)- 0 =h(x,u). To solve this problem, the overshdufx,u) is subtracted from thepper

bound The solutionof the linearized optimization problem moves from point BamtD in the
figure, and the solution point for the nonlinear problem moves from point A to poifheC.
constraints will then be satisfied in most cases. However, in the situation as shown in Figure 6.2,

R . p(x",u°)
the point C still violates the constraint. Theref0¥¢1(x°,u°) — 7 ([ shall also be
pu

subtracted fronthe constant item pand the new operating points move from sqpatatsto the
triangular points (point E and F). In this way, both the operating goirihe linearized problem
and the nonlinear probles#isfy the constraints. Thus, tleenstant item Iis modified as:

-h(x°,u®), if h(x,u) ¢ 0 is not violated or

0 0
-h(x,u) M WL if h(x,u) ¢ 0 is violated.
U

Section 6.5: Determining Convergence or Addition of New Constraints

Once the modeled constraints are all satisfied, the algorithm will check all the remaining u
modeled constraintSince the linearized problem does not include all the operating constraints,
thenew operatingoint may not satisfy somef them

If the updated operatingoint satisfiesall the unmodeled constraints, the algorithhras
converged The current iterateoperating point x andu) is the optimal operating point of the
system. Otherwise.e. if one or more wimodeled operating constraints is violatéa algorithm
stores the current operating point gandceeddo the next iteration.

In this casgethe algorithm adds thermodel@al violated constraintto the OPE-linearizesthe
newly addedconstraints, and solves the updated linearized optimization problem and power flow
eqguations. This is achieved by the following two steps.

Step I Check violations for all constraints and adelw violated constraints to the linearized
optimization problem model.

This step checks all the operating constraints definglearOPF problem. If any umodeled
constraint is not satisfied, the algorithm adds this constraint and continues to cheakr Wieesth
violation exists in the ré®f the operating constraints.

Step 2 Linearize the new constraints and retrieve the previous operating point

This step is to linearize the new constraints and add the new linearized constraints to the
linearized optinaation problemThe OPFperformsanother iteration considering all the modeled
constraints (including the newly added oneBhe linearization technique is introduced in
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Section 6.1The procedure of solving the updated operating point is introduced fotiv 6.2
to Section 6.4.

53



Section 7: Description of Example System

This section describes the proposed distribution sysféigure 7.1 shows the proposed
distribution system consisting of three substations and two fed@egger A contains three
sections while feeder B contains two sections. Each section has several IEDBD&MQSE
while a master state estimataonitors thewvhole systemandprocesssthe output data frorthe
local state estimator in each sectiofhe deails of each sectiomare given in the following
paragraph

FEEDER A ‘;
Section 1 ﬂ@

e e
FEEDER A FEEDER A
Section 2 Section 3
- @ N L GER, b,
FEEDER B FEEDER B
Section 1 Section 2
@_ = GEN.

ey

Figure 7.1: Proposed Distribution System

Figure 7.2 shows the feeder A, section 1 that consists of four distribution lines (13.8kV), one
capacitor bank, one deltaye transformer, and five loadsour IEDs are installed in this section
IED_1 monitors the threphase voltage and currephasorsat high voltag side of the
transformer (B2), IED_2 collects the data from the capacitor banR5{BIED 3 and IED_4
measurethe threephase voltage and curtephasorsof the distribution lines (B13 and B}
Besides, one local state estimator istatied to collect the data from all IEDs and perfam
guastdynamic state estimation
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DIST Feeder A, Section 1
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Figure 7.2: Distribution Feeder A, Section 1

Figure 7.3 shows the distribution feeder A, section 2 containing two distribution lines (13.8) kV,
two reclosers, one capacitor bank, three sipglase lines, two singighase transformers with
secondary centdap, two loads (residential loads), one &att one converter and one three
phase transforme8ix IEDs are installed in this sectiolED_1 and IED_3 monitor threghase
voltage and current phasors at the breakers (B111B208); IED_2 collects the data at the
transformer (B200)IED_4 andIED_5 measure the singighase voltage and currepihasorsat

B201 and B206IED_6 collects the data from the capacitor bank (B2Bg&gides, there is one
local state estimator collecting the data from all IEDs and performing -duaamic state
estimationin this section.

55



DIST Feeder A, Section 2
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Figure 7.3: Distribution Feeder A, Section 2

Figure 7.4 showthedistribution feeder A, section 3 consisting of one distribution line (13.8kV),
one recloser, one capacitor bank, one shphiase line, one singlghase transformer with
secondry centettap and one load (residential load). ThiE®s are installed in this section:
IED_1 monitors the threphase voltage and currephasorsat a breake (Bus209), IED_2
collects the data from the capacitor bank (Busd®)IED 3 measureshe singlephase voltage
and currenphasorat Bus211. As same as sectioh and 2of feeder A there is one local state

estimatorin charge ofcollecting the data from all IEDs and performiggastdynamic state
estimationin this section.
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DIST Feeder A, Section 3
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Figure 7.4: Distribution System, Feeder A, Section 3
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Figure 7.5 showsthe distribution feeder B, section 1 that contains three distribution lines
(13.8kV), two reclosers, one capacitor bank, one dej transformer and one load (induction
motor, industrial load). Ra IEDs are installed in this sectiofED_1 and IED_3 monitothree
phase voltage and currephasorsat breakers (Bus301 and Bus30ED_2 collects the data
from the capacitor bank (Bus302ED_4 monitors thregohase voltage and currepbasorsat
Bus33. Besides one local state estimatopllectsthe data from all IEDs angerformsquast
dynamic state estimatian this section.

DIST Feeder B, Section 1

Figure 7.5: Distribution System, Feeder B, Section 1

Figure 7.6 shows the distribution feeder B, section 2 containinglistrébution line (13.8kV),
one recloser, one capacitor bank, one shHpiiase line, one singlghase transformer with
secondary centegap and one load (residential load). ThiE®s are installed in this section:
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IED_1 monitors the breakeat BuglOO IED_2 collects the data from the capacitor bank
(Bus401),andIED_3 measureshe singlephase voltage and currgritasorsat Bus402 Besides,
one local state estimator collects the data from all IEDs and perfguasidynamic state
estimationin this se&tion.

Figure 7.6: Distribution System, Feeder B, Section 2

In this report, Feeder A, Sectionid investigated and analyze@he local state estimator in
Feeder A, Section tunsa 60second evento test its performance. The figure of Feeder A
Sectionl is shown in Figure.2. The parameters this sectiorareas follows.

Distribution line 1 (B12 to B13), distribution line 2 (B13 toA1distrikution line 3 (B14 to B%)
and distribution line 4 (B15 to Bd) are 0.5 miles, 0.2 miles, 0.2 milesnd 0.3 miles,
respectivelyandthey are all operating at 13.8 kV.

The threephase deltavye transformer(13.8kV to 0.48kV) is rated at 3 MVA with 0.002 p.u.
winding resistance and 0.@&u. leakage reactae.

A capacitor bank is located at B6r reactive power compensation. The rated voltage is 13.8
kV andtherated reactive power i90kVAR.

Threephase loads are located at B10, B&3d B08 respectively. These loads are considered as
residentialoads with 0.48kV rated voltage. The loadBdi0 is rated at600RVN real power and
400kVar reactive power, while thedds at BO9 and B08 are with 88kreal power and
200kVAR reactive poweconsumption

Besides, therare twoloadswith the same ratingf.24 kV, 10kW, 3kVAR) at B14 and B15
respectively.

Four IEDs are installed in this sectiolED_1 is SEE734 and IED_2, IED_3l[ED_4 are GE
D60. IED_1 measures thrgghase voltagphasorsat B12 and thregphase currenphasordrom
B12 to B11. IED_2 at B2Bneasures threphase voltage and agent phasordor the capacitor
bank. IED_3 measures thrphase voltagphasorsat B13 and thregohase currenphasordrom
B13 to BU. IED_4 at BB meaures threghase voltagphasorsat B16 and thregphase current
phasordrom B16 to Bb. The meter scatfor the voltage anthe currentare13.8kV and 400A,
respectively.
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