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dfnWorks 
Discrete Fracture Network Modeling Suite 


Sponsored by UFD 


dfnGen - Stochastic fracture 
generation, mesh generation, 
model setup 
 
dfnFlow – Flow solution using 
PFLOTRAN or FEHM control 
volume formulation solver 
 
dfnTrans – Particle tracking 
through  3D DFNs 
 


Conforming Delaunay Triangulation of Stochastically Generated Three Dimensional Discrete Fracture Networks: A Feature Rejection 
Algorithm for Mesing Strategy,  
 J.D Hyman, C.W. Gable, S.L.Painter, and N. Makedonska, SIAM J.Sci.Comput., 36, A1871-A1894, 2014 
Particle Tracking Approach for Transport in Three-Dimensional Discrete Fracture Networks, 
 N.Makedonska, S. L. Painter, Q.M. Bui, C.W. Gable, and S. Karra (under review at Computational Geosciences), 2015 







Relevance to TSPA 
• Numerical models key to the safety case 


2.2.02.01 Stratigraphy and properties of the host rock – Granite/Crystalline 
2.2.09.51 Advection of dissolved radionuclides in host rock – Granite-crystalline 
2.2.05.01 Fractures – Granite/Crystalline 
2.2.08.01 Flow through host rock – Granite/Crystalline 
2.2.08.02 Flow through EDZ – Granite/Crystalline 


• The DFNs take into account the geometry of the fracture network which could be 
necessary for simulating crystalline systems where fracture flow dominates. 


• DFNworks state of the art capabilities that allows for much larger DFN fracture networks 
to be simulate. In addition, since the flow and transport simulator has reactive transport 
and multiphase flow capabilities, detailed mechanistic models of radionuclide transport 
within high fidelity fracture networks are possible. 


• Derive upscaled parameters for TSPA flow and transport and for benchmarking/ validation 





		dfnWorks

		Relevance to TSPA
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Goals and Development of GDSA 


 Develop an robust PA capability that evolves throughout 
the repository lifecycle: 


2 


• Help prioritize generic RD&D activities (later, site-specific) 
• Evaluate potential disposal concepts and sites in various host rock media 
• Support safety case development during all phases of lifecycle 


2015 2042?* 


*DOE 2013 
June 10, 2015 
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Evolution of Computing Power 


 Moore’s Law:  “the number of  transistors in a dense integrated 
circuit doubles approximately every two years.”  


– ⇒ 32-fold increase in a decade 
– ⇒ 33,000-fold in three decades 


3 
"IBM System360 Model 30" by Dave Ross - Flickr: IBM System/360 Model 30. Licensed under CC BY 2.0 via Wikimedia Commons 
"Mira - Blue Gene Q at Argonne National Laboratory - Skin" by Courtesy Argonne National Laboratory. Licensed under CC BY 2.0 via Wikimedia Commons 
http://www.doglivingmagazine.com 


1964:  IBM 360/Model 30 
35 x 103 IPS 


1 CPU, 8 KB Memory 


2015 2042?* 


2012:  IBM Blue Gene/Q 
10 x 1015 FLOPS 


786,432 CPUs; 7.86 x 1011 KB DRAM 


Argonne 


June 10, 2015 


three 
decades 


2042 
IBM T-rex 


10?? FLOPS 


“Hardware” 


“Software” 
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GDSA Objectives 
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 High-fidelity, mechanistic 
representation of “significant” coupled 
multi-physics processes, in 3-D: 
– Less reliance on assumptions, 


simplifications, and process abstractions  
• Enhances confidence and transparency 


– Realistic spatial resolution of features and 
processes 
• Explicit representation of all waste packages 


 Parallel high-performance computing 
(HPC) architecture 


 Efficient and accurate uncertainty 
quantification (UQ) and propagation 
(both aleatory and epistemic) 


June 10, 2015 
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 Crystalline workscope structure: 
– Generally applicable to other 


concepts/media:  clay, salt, DBH 


 GDSA workscope/ 
model/code 
structure: 
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Model Integration Template – Integration with PA 
1. Name of Model: 


 


2. Principal Investigator(s) and Affiliation:  
 


3. Brief Model Description: 
• Describe the processes and/or events considered in the model, as well as the applicable feature (e.g., 


waste form, DRZ, etc.), i.e., include a description of the FEP or FEPs addressed by this model. 
 


4. R&D Issue(s) and Safety Case Objectives Addressed by This Model: 
• How will the modeled FEP(s) affect repository performance (especially biosphere dose) in a meaningful 


way? 
• Why is it important from a regulatory perspective? 
• Describe the current “state of the art” knowledge regarding the issue(s) addressed and why this particular 


model advances the state of the art in an important way. 
5. Proposed method for coupling this model to the PA model1 


• Direct coupling or abstraction? 
• Time scale of transient modeled processes (10 years, 100 years…. 1,000,000 years?). 
• Degree of abstraction:  reduced dimensionality; simplified representation; response surface. 
• Key environmental inputs required from the PA model (and its coupled submodels) and key outputs 


delivered by this model. 
• Are there other models you are aware of that are not being developed, which are needed for your model 


or for PA? 


6. Real time integration horizon:  estimate how long before the proposed model is ready for 
integration with PA and how long the integration activities might take? 
• Are there intermediate steps or degrees of coupling with PA, e.g., can you couple a certain version of 


your model in an expedited fashion and then go to the next more detailed version—please describe how 
1 The PA simulation framework is based on PFLOTRAN, which is a parallel Fortran 2003/2008 code running in an 


HPC environment.  A desired goal is to reduce the level of “abstraction” required, relative to previous PAs, like 
Yucca Mtn.  However, your model must have reasonable run times in relation to all other parts of the PA model. 


Process Model Integration Template 
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 17 templates received from 
modelers, experimentalists 
 4 additional templates internal 


to GDSA 
 10 chosen at this stage for 


additional information 


June 10, 2015 


Thank you! 
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Goals and Agenda:  This Session 


7 June 10, 2015 


 Facilitate the integration of UFD process modeling with GDSA    


 Ten process-model, five-minute “lightning” talks that explain:  
– (1) WHY  the given process model is important to PA and  
– (2) HOW  it can be coupled to the GDSA-PA in the next year or two  


4:05 – 4:15  PFLOTRAN:  Process Model Coupling/Abstraction Options (Hammond) 
 
4:15 – 5:10  Lightning Round (5 min per talk) 


• Colloid-facilitated transport model – granite, clay (Reimus) 
• Desorption of radionuclides from pseudocolloids – clay, granite (Zavarin) 
• Non-Darcy Flow model – clay (Wang) 
• RBSN model – clay (Houseworth) 
• THMC model for EBS bentonite – clay illitization – (Zheng) 
• BBM/BExM/TOUGH-FLAC model – clay (Rutqvist)  
• DFN model – granite (Viswanathan) 
• Coupled THC processes in salt – (Stauffer) 
• Salt Coupled THM processes (TOUGH-FLAC) – (Rutqvist) 
• Nesting of domains – all media (Hammond) 


5:10 – 5:40  Integration discussion (all) 


Herr 
Hammond 
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Important Point 


8 June 10, 2015 


 Response surfaces may be appropriate (or 
necessary at this stage) for some processes 
and domains, but the long-term GDSA-PA goal 
is a greater emphasis on mechanistic, higher 
fidelity models: 
– Reduced-order or reduced-dimension models are to be 


preferred over response surfaces 


– Mechanistic models important if coupled processes are 
involved 
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After the Lightning Talks 
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 Update “Model Integration Table” 
 Tentative schedule for integration  


Ambitious! 


Process Model Code Process(es) Personnel 


Current Level of 
Readiness/ Technical 


Maturity  
 


How soon could we? 


Level of Effort for 
Integration with 
PA/PFLOTRAN 


 
How long once we 


start? 
 


L = 1 month 
M = 6 months 
H = 1 year or more 


Integration Time 
Frame  


(“Urgency/ 
Priority”) 


 
How soon should 


we? 
 


N = Near term  
M = Medium term  
F = Far term  


 ↓ PA guess ↓ 


Colloid-Facilitated 
Transport Model 


(see GDSA below) 
RELAP Colloid filtration and adsorption P. Reimus 


LANL TBD L - M N 


Radionuclide transport as 
pseudocolloids N/A Desorption rate of radionuclides 


from pseudocolloids 


J. Begg, P. Zhao, 
C. Joseph, M. 


Zavarin 
LLNL 


Now? TBD N, F 


Non-Darcy Flow Model TOUGH2 Flow in low permeability media, 
specifically in compacted clay 


Y. Wang, L. Zheng 
LBNL Now TBD M 


RBSN TOUGH2-RBSN Discrete Fracture Network 
(DFN) with THM (argillite/clay) 


K. Kim, J. 
Houseworth, J. 


Rutqvist, J. 
Birkholzer 


LBNL 


Now? L - M M - F 


THMC processes in EBS TOUGHREACT-
FLAC3D 


THMC 
(includes clay illitization) 


J. Rutqvist,  
L. Zheng 


LBNL 


M, C indicated to need 
“work” TBD M - F 


THMC model of buffer 
materials 


(unsaturated) 


BBM+TOUGHR
EACT+FLAC 


Coupled thermal-hydrological-
mechanical-chemical processes 


in compacted clays 


J. Rutqvist, J. 
Birkholzer 


LBNL 


Now for 2-D? 
 


Several years for 3-D 
TBD M - F 


Discrete Fracture Model 
Network (DFN) Model  


DFN mesh + 
FEHM 


(DFNWorks) 


Fluid flow & transport in fracture 
networks  


H. Viswanathan 
LANL TBD TBD F 


Coupled THC processes 
in Salt FEHM 


Coupled thermal-hydrologic-
chemical processes in a salt 


repository 


P. Stauffer 
LANL Several years H+ M 


Salt Coupled THM 
processes TOUGH-FLAC 


Coupled thermal-hydrological-
mechanical processes in salt 


EBS and EDZ 


J. Rutqvist, L. 
Martin, J. 
Birkholzer 


LBNL 


Now for 2-D? 
 


Several years for 3-D 
TBD M - F 


Nested EBS, near-field, 
far-field models PFLOTRAN 


Nesting of gridded domains with 
process models of varying 


sophistication 


G. Hammond 
SNL 1 to 2 years? M - H M 


 







Used 
Fuel  
Disposition  


Agenda (continued) 


10 June 10, 2015 


3:50 – 4:05  Introduction and Objectives (Sevougian) 
 
4:05 – 4:15  PFLOTRAN:  Process Model Coupling/Abstraction Options (Hammond) 
 
4:15 – 5:10  Lightning Round (5 min per talk) 


• Colloid-facilitated transport model – granite, clay (Reimus) 
• Desorption of radionuclides from pseudocolloids – clay, granite (Zavarin) 
• Non-Darcy Flow model – clay (Wang) 
• RBSN model – clay (Houseworth) 
• THMC model for EBS bentonite – clay illitization – (Zheng) 
• BBM/BExM/TOUGH-FLAC model – clay (Rutqvist)  
• DFN model – granite (Viswanathan) 
• Coupled THC processes in salt – (Stauffer) 
• Salt Coupled THM processes (TOUGH-FLAC) – (Rutqvist) 
• Nesting of domains – all media (Hammond) 


5:10 – 5:40  Integration discussion (all) 





		Introduction and Objectives for�GDSA  Process Model Integration

		Goals and Development of GDSA

		Evolution of Computing Power

		GDSA Objectives

		Integration:  GDSA  Process Models

		Process Model Integration Template

		Goals and Agenda:  This Session

		Important Point

		After the Lightning Talks

		Agenda (continued)
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Process Model Code Process(es) Personnel 


Current Level 
of Readiness/ 


Technical 
Maturity  


 
How 


soon could we? 


Level of Effort 
for 


Integration with 
PA/PFLOTRAN 


 
How long once 


we start? 
 


L = 1 month 
M = 6 months 
H = 1 year or 


more 


Integration 
Time Frame  
(“Urgency/ 
Priority”) 


 
How 


soon should 
we? 


 
N = Near 


term  
M = Medium 


term  
F = Far term  


NOTES 
 


(Green is generally preferable!) 


 ↓ PA guess ↓  


Colloid-
Facilitated 


Transport Model 
(see GDSA 


below) 


RELAP Colloid filtration and 
adsorption 


P. Reimus 
LANL TBD L - M N 


• Direct implementation in PFLOTRAN 
suggested, with perhaps some 
simplification.  


• TRL not indicated 
• LOE indicated as L-M.   
• FEP 2.2.09.60 score = 3.29 


Radionuclide 
transport as 


pseudocolloids 
N/A 


Desorption rate of 
radionuclides from 


pseudocolloids 


J. Begg, P. 
Zhao, C. 


Joseph, M. 
Zavarin 
LLNL 


Now? TBD N, F 


• Abstraction suggested (half-life model) but 
not discussed much.  I believe a 1st order 
“decay” model would be directly 
implemented 


• TRL = indicates it is ready now 
• LOE not indicated; simple model said to be 


ready currently but to be improved upon 
over the next 3 years (add redox) 


• Highest relevant FEP score probably 3.29 


Non-Darcy Flow 
Model TOUGH2 


Flow in low 
permeability media, 


specifically in 
compacted clay 


Y. Wang, L. 
Zheng 
LBNL 


Now TBD M 


• Direct implementation in PFLOTRAN 
suggested.  


• TRL = now 
• LOE not given  
• Primary FEP score = 2.58 


RBSN TOUGH2-
RBSN 


Discrete Fracture 
Network (DFN) with 
THM (argillite/clay) 


K. Kim, J. 
Houseworth, 
J. Rutqvist, J. 


Birkholzer 
LBNL 


Now? L - M M - F 


• Abstraction suggested (fracture property 
response surface).  A coupled version of 
RBSN requires dynamic input (T, p, σ). 


• TRL = not indicated explicitly 
• LOE indicated as a “few months”.   
• Primary FEP score = 2.58 


THMC 
processes in 


EBS 


TOUGHREACT
-FLAC3D 


THMC 
(includes clay 


illitization) 


J. Rutqvist,  
L. Zheng 


LBNL 


M, C indicated 
to need “work” TBD M - F 


• Response surface suggested (perm, poro, 
CEC, swelling stress).  


• TRL = M, C processes still under 
development 


• LOE not given   
• Primary FEP score = 3.50 


THMC model of 
buffer materials 
(unsaturated) 


BBM+TOUGHR
EACT+FLAC 


Coupled thermal-
hydrological-


mechanical-chemical 


J. Rutqvist, J. 
Birkholzer 


LBNL 


Now for 2-D? 
 


Several years 
TBD M - F 


• Response surface suggested (perm and 
poro fields) 


• TRL = not given but indicates several years 
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Process Model Code Process(es) Personnel 


Current Level 
of Readiness/ 


Technical 
Maturity  


 
How 


soon could we? 


Level of Effort 
for 


Integration with 
PA/PFLOTRAN 


 
How long once 


we start? 
 


L = 1 month 
M = 6 months 
H = 1 year or 


more 


Integration 
Time Frame  
(“Urgency/ 
Priority”) 


 
How 


soon should 
we? 


 
N = Near 


term  
M = Medium 


term  
F = Far term  


NOTES 
 


(Green is generally preferable!) 


processes in 
compacted clays 


for 3-D for 3-D, but perhaps “now” for 2-D  
• LOE not given; but says the underlying 


process model will be ported to HPC in a 
few years. 


• Primary FEP score = 3.50 


Discrete 
Fracture Model 
Network (DFN) 


Model  


DFN mesh + 
FEHM 


(DFNWorks) 


Fluid flow & transport 
in fracture networks  


H. 
Viswanathan 


LANL 
TBD TBD F 


• Abstraction suggested (upscaled 
parameters or “emulator”, or use of Sandia 
CFM).   


• TRL = not indicated 
• LOE= not indicated.   
• Primary FEPs score = 3.74, 3.74, 3.65, 


3.65, 3.65 


Coupled THC 
processes in Salt FEHM 


Coupled thermal-
hydrologic-chemical 
processes in a salt 


repository 


P. Stauffer 
LANL Several years H+ M 


• Direct implementation in PFLOTRAN 
suggested over a long time period, with 
abstraction “emulator” mentioned.   


• TRL = several years of development 
• LOE of H+ (years). 
• Many high-priority FEPs listed. 


Salt Coupled 
THM processes TOUGH-FLAC 


Coupled thermal-
hydrological-


mechanical processes 
in salt EBS and EDZ 


J. Rutqvist, L. 
Martin, J. 
Birkholzer 


LBNL 


Now for 2-D? 
 


Several years 
for 3-D 


TBD M - F 


• Response surface suggested (perm and 
poro fields) 


• TRL = not given but indicates several years 
for 3-D, but perhaps “now” for 2-D  


• LOE not given; but says the underlying 
process model will be ported to HPC in a 
few years. 


• Primary FEP score = 2.58 


Nested EBS, 
near-field, far-
field models 


PFLOTRAN 


Nesting of gridded 
domains with process 


models of varying 
sophistication 


G. Hammond 
SNL 1 to 2 years? M - H M 


• Direct implementation in PFLOTRAN  
• TRL = several years off 
• LOE = probably 6 months to a year 
• FEP not explicitly scored, but “disposal 


system modeling” rated as “high” priority as 
a “cross-cutting” issue. 
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PFLOTRAN Integration: Nesting of 
Multiscale Process Models 
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Las Vegas, NV 
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Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin 
Corporation, for the United States Department of Energy’s National Nuclear Security Administration under contract DE-AC04-94AL85000.  SAND2015-4620PE. 
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Woes of Modern Supercomputing 


 The computing resources required for highly-refined 3D 
discretizations with complex process models are beyond 
current and future supercomputing capabilities 
– Supercomputing hardware 


• Memory per process is decreasing. 
• The current shift toward accelerators (minimizing power consumption and 


maximizing FLOP/$) is unfavorable for sparse systems of equations. 
• To date, shared-memory parallel programming paradigms (e.g. 


OpenMP/CUDA, OpenCL) have demonstrated marginal benefits on sparse 
systems of equations. 


– Numerical methods 
• Solvers for non-elliptic system PDEs scale poorly beyond tens of thousands of 


processes. 
• Research developing multilevel solvers for system PDEs is ongoing. 
 


June 10, 2015 2 
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Woes of Modern Supercomputing 


 The computing resources required for highly-refined 3D 
discretizations with complex process models are beyond 
current and future supercomputing capabilities 
– Supercomputing hardware 


• Memory per process is decreasing. 
• The current shift toward accelerators (minimizing power consumption and 


maximizing FLOP/$) is unfavorable for sparse systems of equations. 
• To date, shared-memory parallel programming paradigms (e.g. 


OpenMP/CUDA, OpenCL) have demonstrated marginal benefits on sparse 
systems of equations. 


– Numerical methods 
• Solvers for non-elliptic system PDEs scale poorly beyond tens of thousands of 


processes. 
• Research developing multilevel solvers for system PDEs is ongoing. 


 The old adage of “Tomorrow’s supercomputers will solve the 
problem” no longer applies. 
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Woes of Modern Supercomputing 


 The computing resources required for highly-refined 3D 
discretizations with complex process models are beyond 
current and future supercomputing capabilities 
– Supercomputing hardware 


• Memory per process is decreasing. 
• The current shift toward accelerators (minimizing power consumption and 


maximizing FLOP/$) is unfavorable for sparse systems of equations. 
• To date, shared-memory parallel programming paradigms (e.g. 


OpenMP/CUDA, OpenCL) have demonstrated marginal benefits on sparse 
systems of equations. 


– Numerical methods 
• Solvers for non-elliptic system PDEs scale poorly beyond tens of thousands of 


processes. 
• Research developing multilevel solvers for system PDEs is ongoing. 


 The old adage of “Tomorrow’s supercomputers will solve the 
problem” no longer applies. 
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Nesting of Multiscale Process Models 


 Near-field process models can be sophisticated 
– Refined grid resolution 
– Relatively small time scales 
– Increasingly mechanistic process models (less abstraction) 


• Multiphase flow 
• Thermal 
• Mechanics 
• Multicomponent reactive transport 


 Far-field process models can be less complex 
– Coarser grid resolutions 
– Larger time scales 
– Less mechanistic process models 


• Single phase groundwater flow 
• Solute transport (sorption) 


June 10, 2015 5 
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Nesting of Multiscale Process Models 


June 10, 2015 6 


Time 


THMCx THC 


HC 


T – thermal, H – hydrologic, M – mechanical, C – chemical 
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PFLOTRAN Nested Multiscale Process Model Workflow 


June 10, 2015 7 


Initialization 


Execution 


Finalization 


T 


M 


Cx 


H 


T 


C 


H 


H 


C 


Near Intermediate Far 
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Foundational Research 


 Local grid refinement (aligned) 
– Mehl and Hill 2005, 2013:  MODFLOW – LGR 
– Dickinson et al., 2007:  FEHM & MODFLOW 


 Non-matching local grid refinement 
– Arbogast et al., 2000:  Mortar method 
– Peszynska et al., 2002:  Upscaling of multiphase flow 
– Arbogast et al., 2007:  Multiscale mortar method 


 Time integrators 
– Constantinescu et al., 2015:  PETSc library-based tightly-coupled 


partitioned time-integration methods 
 Multilevel solvers (likely unnecessary) 


– Sundar et al., 2012:  Algebraic-Geometric multigrid solvers 
– Rudi et al., 2014:  Geometric multigrid solvers for adaptive meshes 


 
 


June 10, 2015 8 
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Historic Supercomputer Performance 


June 10, 2015 10 Source: http://top500.org/statistics/perfdevel 


Moore’s law: 
# transistors in a 
dense integrated 
circuit has doubled 
every two years 





		PFLOTRAN Integration: Nesting of Multiscale Process Models

		Woes of Modern Supercomputing

		Woes of Modern Supercomputing

		Woes of Modern Supercomputing

		Nesting of Multiscale Process Models

		Nesting of Multiscale Process Models

		PFLOTRAN Nested Multiscale Process Model Workflow

		Foundational Research

		Slide Number 9

		Historic Supercomputer Performance
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Non-Darcian Flow:  
Background and Proposed model 


Non-Darcian flow is evidenced in laboratory experiments 
and nanoscale flow simulation. 


 It is critical for the advection in Excavation Damaged Zone 
(EDZ) and water flow from host rock to EBS for buffer to 
function (swelling) properly.    
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Proposed model (Liu and Birkholzer,  2013) : 
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Relationship between permeability and threshold hydraulic gradient 


I


P
er


m
ea


bi
lit


y
(m


2 )


10-1 100 101 102 103 104 105


10-20


10-19


10-18


10-17


10-16


10-15


10-14


10-13


Wang et al.(2011)
Dubin and Moulin (1986)
Cui et al. (2008)
Blecker (1970)
Miller and Low (1963)
Lutz and Kemper (1959)
Zou (1996)
Curve fitting


BAkI =


A= 4.0 E-12 and B =-0.78  


3 


The degree of non-Darcian flow behavior can be characterized by 
permeability (k) (or pore size) and threshold gradient (I), respectively. 


Liu and Birkholzer,  2013 


Non-Darcian Flow:  
Proposed Model 
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Non-Darcian Flow:  
Implementation and Testing 


4 


Non-Darcian flow model was implemented in TOUGH2 and 
tested using a permeability test for FEBEX bentonite, and will 
be used to model the FEBEX in situ test 
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Coefficients for the permeability-threshold gradient needs to 
be calibrated 
The effect of temperature and salinity on Non-Darcian flow 
need to be better understood 
Direct integration can be done 


 
Integration with PA Model 
 
 
 





		Integration of Non-Darcian Flow Model into PA model

		Slide Number 2

		Relationship between permeability and threshold hydraulic gradient

		Non-Darcian Flow: �Implementation and Testing

		Slide Number 5
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Generic Disposal System Analysis (GDSA): 
Coupling of PFLOTRAN to the  


Fuel Matrix Degradation Model (FMDM) 


Glenn Hammond 
Sandia National Laboratories 


 
UFDC Annual Working Group Meeting 


Las Vegas, NV 
June 9-11, 2015 


 
 


Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin 
Corporation, for the United States Department of Energy’s National Nuclear Security Administration under contract DE-AC04-94AL85000. SAND2015-4527 PE. 
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 Petascale reactive multiphase flow and transport code 
 Open source license (GNU LGPL 2.0) 
 Object-oriented Fortran 2003/2008 


– Pointers to procedures 
– Classes (extendable derived types with  
                   member procedures) 


 Founded upon PETSc parallel framework 
– Parallel communication through MPI 
– Parallel I/O through binary HDF5 
– Unstructured domain decomposition through METIS/ParMETIS (Cmake) 


 Demonstrated performance 
– Maximum # processor cores: 262,144  (Jaguar supercomputer) 
– Maximum problem size 3.34 billion degrees of freedom 
– Scales to over 10K cores 
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Application of PFLOTRAN 


 Nuclear waste disposal 
– Waste Isolation Pilot Plant (WIPP) in Carlsbad, NM 
– DOE Used Fuel Disposition Program 
– SKB Forsmark Spent Fuel Nuclear Waste Repository (Sweden, Amphos21) 


 Climate: coupled overland/groundwater flow; CLM 
– Next Generation Ecosystem Experiments (NGEE) Arctic 
– DOE Earth System Modeling (ESM) Program 


 Fate and transport of contaminants 
– U(VI) at Hanford 300 Area 


 CO2 sequestration 
 Enhanced geothermal energy 
 Radioisotope tracers 
 Colloid-facilitated transport 
 Cement degradation 
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Hammond and Lichtner, WRR, 2010 
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Data Assimilation 


PFLOTRAN Computing Capability 


 High-Performance Computing (HPC) 
– Increasingly mechanistic process models 
– Highly-refined 3D discretizations 
– Massive probabilistic runs 


 Open Source Collaboration 
– Leverages a diverse scientific community 
– Sharing among subject matter experts and 


stakeholders from labs/universities 
 Modern Fortran (2003/2008) 


– Domain scientists remain engaged 
– Modular framework for customization 


 Leverages Existing Capabilities 
– Meshing, visualization, HPC solvers, etc. 
– Configuration management, testing, and QA 
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PFLOTRAN Process Models 


 Flow 
– Single phase, variably-


saturated  
– Multiphase gas-liquid 
– Interchangeable constitutive 


models and equations of state 
 Energy 


– Thermal conduction and 
convection 


 Multi-Component Transport 
– Advection 
– Mechanical dispersion 
– Diffusion 


 


 Chemical Reaction 
– Aqueous speciation 


• Ion activity models 


– Mineral precipitation-
dissolution 


– Sorption 
• Isotherm-based 
• Ion exchange 
• Surface complexation 


– Equilibrium 
– Kinetic / multirate kinetic 


– Microbiological 
• Biomass 
• Inhibition 


– Radioactive decay with 
daughter products 
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Governing Equations for Multiphase Flow 
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Mass Conservation 


Energy Conservation 


Darcy Flux 


Aqueous Diffusion 


Gas Diffusion 







Used 
Fuel  
Disposition  


Governing Equations for Reactive Transport 
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Mass Conservation 
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Waste Form Degradation within GDSA 
Modeling Framework 
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Schematic of GDSA modeling framework (Figure 2 from Jerden et al., 
2015, an adaptation of Figure 2-6 from Sevougian et al., 2014). 
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Workflow between PFLOTRAN and Fuel 
Matrix Degradation Model 
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Figure 3 from Jerden et al., 2015. 







Used 
Fuel  
Disposition  


PFLOTRAN Workflow 
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Initialization 


Execution 


Finalization 


Process 
Model 


Couplers 







Used 
Fuel  
Disposition  


PFLOTRAN Process Model Couplers (PMCs) 


 A process model coupler: 
– Advances a process model to a predefined point in time 


• Process model:  
– Multiphase flow 
– Geomechanics 
– Reactive transport 


• Numerical methods 
– Time integrator 
– Solvers 


– Links or couples a process model to other process models 
• Relationships 


– Parent-Child 
– Peer 


• Handles transfer of data between process models 
– flow → water density/saturation → reactive transport 
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PFLOTRAN Process Model Couplers (PMCs) 
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Process Model Coupler 


Multiphase Flow Time Integrator 
Newton Solver 
Linear Solver 


Process Model Numerical Methods 


Peer 
(sync-point) 


Child 
(catch-up) 
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PFLOTRAN PMC Concept 
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Hypothetical PMC Hierarchy 
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PMC A 


PMC C 


PMC B 
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PFLOTRAN-FMDM Process Model Coupling 
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Multiphase Flow 
Energy 


Fuel Matrix 
Degradation Model 


Reactive 
Transport 
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PFLOTRAN-FMDM Process Model Coupling 
(Alternative Approach) 
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Reactive 
Transport 


Fuel Matrix 
Degradation Model 


Multiphase Flow 
Energy 
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PFLOTRAN-FMDM Workflow 
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Initialization 


Execution 


Finalization 


Multiphase Flow 
Energy 


Fuel Matrix 
Degradation Model 


Reactive 
Transport 
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PFLOTRAN-FMDM Pseudocode 
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FMDM Process Model 
Wrapper 


 
• Read (FMDM) Block 
• Set Up Infrastructure 
• Initialize Waste Forms 
• For Each Time Step 


• For Each Waste Form 
• Solve Waste Form 


• Update Source Terms 
• Destroy Waste Forms 


AMP_Step(…) 


PFLOTRAN 
Fuel Matrix 


Degradation Model 
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Fuel Matrix Degradation Model Input Block 
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… 
FMDM 
  NUM_GRID_CELLS 40 
  DATA_MEDIATOR_SPECIES Tracer 
  WASTE_FORM 
    COORDINATE 20.500000 20.500000 10.500000 
    SURFACE_AREA 0.888039 
    BURNUP 57.106811 
  / 
  WASTE_FORM 
    COORDINATE 25.500000 20.500000 10.500000 
    SURFACE_AREA 0.940985 
    BURNUP 57.268099 
  / 
  … 
END 
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PFLOTRAN-FMDM Pseudocode 
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FMDM Process Model 
Wrapper 


 
• Read (FMDM) Block 
• Set Up Infrastructure 
• Initialize Waste Forms 
• For Each Time Step 


• For Each Waste Form 
• Solve Waste Form 


• Update Source Terms 
• Destroy Waste Forms 


AMP_Step(…) 


PFLOTRAN 
Fuel Matrix 


Degradation Model 
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PFLOTRAN-FMDM Demonstration 


 Spatial Discretization 
– 101×101×21m @ 1m resolution (~214K grid cells) 


 Temporal Discretization 
– 100 years @ 1 year time step (10-6 y initial) 


 Waste Package Spacing 
– 5m (X), 20m (Y) between 20-80 m (X,Y) 


 Prescribed Concentrations [M]:  
– O2(aq), HCO3


-, H2(aq), Fe++:  10-3 


 Waste Package Burnup [y]:  
– 55-65 (random) 


 Waste Package Reactive Surface Area [m2]:  
– 0.8-1 (random) 


 Pore Water Velocity [m/y]:  
– 1 (X), 0.14 (Y) 


 Performance 
– 66% of total time (~30 minutes) spent in FMDM 
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Radionuclide Concentration in Waste Form Cells with 
Random Burnups and Surface Areas 
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Radionuclide Concentration Over Time 
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Radionuclide Concentration Over Time 
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PFLOTRAN-FMDM: Future Directions 


 Increase flexibility of coupling 
– Ability to customize FMDM discretization from PFLOTRAN side 
– Load balancing (uniform distribution of waste forms to all processes) 


 Incorporate transient surface area 
 Update to MPM v.3 
 Optimized FMDM serial performance 


– Integration into simulation of a repository with many waste packages 
 Add increasingly mechanistic geochemistry 


– Within the repository conceptual model 
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If colloid facilitated transport is 
viable, what controls transport 
behavior? 


 OXIDATION STATE 
– Sorption affinity controlled by solution chemistry/redox conditions/Pu 


oxidation state 


 SORPTION LINEARITY 
– Example:  montmorillonite colloids under ambient conditions  


• Pu(V) sorption is linear @ <10-6M = Kd! 


• Pu(IV) sorption also linear @ <10-10M = Kd! 


 SORPTION/DESORPTION KINETICS 
– Pu(V) sorption is slow (~months timescale or longer!) 


– Desorption is even slower! 


– Redox transformations are surface-mediated! 
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Sorption appears to be kinetically 
limited but reversible 


06/05/14 WG Meeting, Las Vegas 3 


Stirred flow cell desorption 
experiments 


 
 
 


Sorption/desorption kinetic model 
• First order reversible reactions 
• Account for observed redox 


transformations 
• Can be simplified to “colloid 


association half life” 







Used Fuel Disposition Campaign  


From http://www.grimsel.com/gts-phase-vi/cfm-
section/cfm-introduction 


LLNL-PRES-655354 


tc,1/2 
“Colloid association half-life” 
Dependencies: 
 Redox ~ 
Pu(III)/Pu(IV)/Pu(V) 
 pH 
 [C] – solubility/linearity limits 


Open questions: 
How do observed laboratory rates 
compare to field scales? 
How does Eh affect desorption rates?  
Is there are small irreversible component?  
How does behavior change with solution 
condition? 
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