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Abstract 
 
This report describes the progress in fiscal year 2010 in developing the Waste Integrated 
Performance and Safety Codes (IPSC) in support of the U.S. Department of Energy (DOE) 
Office of Nuclear Energy Advanced Modeling and Simulation (NEAMS) Campaign.  The goal 
of the Waste IPSC is to develop an integrated suite of computational modeling and simulation 
capabilities to quantitatively assess the long-term performance of waste forms in the engineered 
and geologic environments of a radioactive waste storage or disposal system.  The Waste IPSC 
will provide this simulation capability (1) for a range of disposal concepts, waste form types, 
engineered repository designs, and geologic settings, (2) for a range of time scales and distances, 
(3) with appropriate consideration of the inherent uncertainties, and (4) in accordance with robust 
verification, validation, and software quality requirements.   
 
Waste IPSC activities in fiscal year 2010 focused on specifying a challenge problem to 
demonstrate proof of concept, developing a verification and validation plan, and performing an 
initial gap analyses to identify candidate codes and tools to support the development and 
integration of the Waste IPSC.  The current Waste IPSC strategy is to acquire and integrate the 
necessary Waste IPSC capabilities wherever feasible, and develop only those capabilities that 
cannot be acquired or suitably integrated, verified, or validated.  This year-end progress report 
documents the FY10 status of acquisition, development, and integration of thermal-hydrologic-
chemical-mechanical (THCM) code capabilities, frameworks, and enabling tools and 
infrastructure.   
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1. INTRODUCTION 
 
The U.S. Department of Energy (DOE) Office of Nuclear Energy (NE) Advanced Modeling and 
Simulation Campaign co-ordinates the development of Integrated Performance and Safety Codes 
(IPSCs) in four technical areas: Fuels; Reactors; Safeguards and Separations; and Waste.  Within 
the DOE-NE Advanced Modeling and Simulation (NEAMS) Campaign, these four IPSCs are 
supported by four cross-cutting elements: Fundamental Methods and Models (FMM), 
Verification and Validation and Uncertainty Quantification (VU), Enabling Computational 
Technologies (ECT), and Capability Transfer (CT).  The goal of the NEAMS Waste IPSC is to 
develop an integrated suite of computational modeling and simulation capabilities to 
quantitatively assess the long-term performance of waste forms in the engineered and geologic 
environments of a radioactive waste storage or disposal system.  The Waste IPSC will provide 
this simulation capability (1) for a range of disposal concepts, waste form types, engineered 
repository designs, and geologic settings, (2) for a range of time scales and distances, (3) with 
appropriate consideration of the inherent uncertainties, and (4) in accordance with robust 
verification, validation, and software quality requirements.   
 
In fiscal year 2010 (FY10), activities within the Waste IPSC included: (1) specification of a 
challenge problem and associated milestones to demonstrate proof of concept; (2) development 
of a verification and validation (V&V) plan; (3) initial development and integration of thermal-
hydrologic-chemical-mechanical (THCM) code capabilities; and (4) initial development and 
integration of frameworks and enabling tools/infrastructure.  These activities build upon the 
Waste IPSC system design specifications outlined in SNL (2009).  The challenge problem 
specifications are documented in Freeze et al. (2010) and the V&V plan is documented in 
Edwards et al. (2010).  This report describes the progress in FY10 in the other two activities, the 
development and integration of (a) THCM code capabilities, and (b) frameworks and enabling 
tools and infrastructure.   
 
The current Waste IPSC strategy is to acquire and integrate the necessary Waste IPSC 
capabilities wherever feasible, and develop only those capabilities that cannot be acquired or 
suitably integrated, verified, or validated.  The development of the Waste IPSC will be an 
iterative process over the multi-year duration of the project.  Further development and integration 
of code capabilities, frameworks, and tools will be documented in future reports. 
 
 
1.1. Waste IPSC Overview 
 
The overarching goal of the Waste IPSC is to develop an integrated suite of modeling and 
simulation capabilities to quantitatively assess the long-term performance of waste forms in the 
engineered and geologic environments of a radioactive waste storage or disposal system (SNL 
2009, Section 1).  This requires the simulation of the coupled thermal-hydrologic-chemical-
mechanical-biological-radiological (THCMBR) processes that govern radionuclide (or other 
hazardous constituent) movement from the waste forms through the engineered components and 
the geosphere for a range of alternative disposal system designs (e.g., disposal concept, waste 
emplacement geometry, waste form type, engineered component designs, geologic setting) and 
conditions (e.g., saturated vs. unsaturated flow, boiling vs. non-boiling temperature, reducing vs. 
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oxidizing chemistry).  Accurate simulation of a disposal system requires modeling the coupled 
THCMBR processes over a broad range of time scales (nanoseconds to millions of years) and 
distances (angstroms to kilometers).  The broad range of time scales and distances further 
requires the application of uncertainty quantification (UQ) techniques to the models and their 
inputs.       
 
To achieve these goals, the Waste IPSC will incorporate three levels of model fidelity: 
constitutive relationships derived from mechanistic sub-continuum processes; high-fidelity 
continuum models; and moderate-fidelity performance assessment (PA) continuum models.  The 
integration of modeling and simulation capabilities at these three levels of fidelity will derive 
from a combination of existing code acquisition and new code development.  These multi-
fidelity modeling and simulation capabilities must be supported by efficient frameworks and 
enabling tools/infrastructure, also derived from a combination of existing and new codes.  Waste 
IPSC technical requirements are described in Freeze et al. (2010, Section 2), use cases are 
identified in SNL (2009, Section 5) and Freeze et al (2010, Section 3), and computational 
requirements are outlined in Edwards et al. (2010, Sections 3 through 6).   
 
The remainder of this report describes the current (FY10) status of the development and 
integration of (1) THCM1 code capabilities and (2) frameworks codes and enabling tools and 
infrastructure.  The development and integration activities to date have primarily focused on gap 
analyses to identify whether or not capabilities of existing codes meet the technical and 
computational requirements and to identify where new code development may be necessary.  
Section 2 summarizes the scope of the Waste IPSC to provide the technical requirements for the 
code identification and gap analysis.  Section 3 describes the progress in characterizing sub-
continuum processes.  Section 4  describes the progress in identifying applicable codes, and 
associated gaps, for the high-fidelity-scale and PA-scale continuum models.  Section 5 
summarizes the Waste IPSC computational requirements describes the progress in identifying 
applicable codes, and associated gaps, for the frameworks and infrastructure.  Section 6 
summarizes the overall Waste IPSC progress to date.    
 
The Waste IPSC gap analysis is a continuing process and the analysis documented in this report 
serves only as a starting point for a full analysis planned to be conducted in future years.  As a 
result, the list of codes examined in this report is by no means exhaustive.   
 
 
 
 
 
 

                                                 
1 The final Waste IPSC will include consideration of THCMBR capabilities and couplings.  However, as is 
discussed in Section 2, only THCM capabilities and couplings were considered in FY10.    
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2. WASTE IPSC TECHNICAL SCOPE 
 
As described in Section 1.1, the Waste IPSC will provide the capabilities to quantitatively assess 
the long-term performance of a radioactive waste storage or disposal system, including both the 
engineered and geologic environments, based on the coupled THCMBR processes that govern 
radionuclide (or other hazardous constituent) movement through the entire disposal system.  The 
Waste IPSC will enable simulation of disposal system performance at three different model 
fidelities (sub-continuum scale, high-fidelity continuum scale, and PA continuum scale) for a 
range of candidate waste forms, disposal concepts and designs, engineered and geologic 
environments, and associated conditions over a broad range of time and length scales.  The 
multi-fidelity development of the Waste IPSC will incorporate capabilities for characterizing 
material properties (e.g., chemical reactions and chemical kinetics) at the sub-continuum scale, 
upscaling into constitutive equations at the continuum scale, developing high-fidelity models of 
coupled THCMBR processes (e.g., reactive transport), and abstracting the coupled processes into 
computationally efficient PA models for quantitative assessment of disposal system 
performance. 
 
In collaboration with the DOE-NE Used Fuel Disposition (UFD) Campaign, a set of 6 potential 
waste form type groupings (Table 2-1) and 8 potential disposal concept/geologic setting 
groupings (Table 2-2) were identified to define the expected range (based on current knowledge) 
of disposal system concepts, designs, settings and conditions (Freeze et al. 2010, Section 2.1; 
Freeze et al. 2010b, Section 2.1).  
 
 

Table 2-1.  Groupings of Potential Waste Form Types 
 
Group Number Waste Form Type Description 

1 Used Nuclear Fuel (UNF) 
 

e.g., Commercial, DOE-Owned, HTGR 

2 High-Level Waste (HLW)  
Glass 

Current (e.g., borosilicate) and future (e.g., no 
minor actinides) 

3 High-Level Waste (HLW)  
Glass Ceramic / Ceramic 

Current (glass bonded sodalite) and future 
(e.g., from electrochemical processing)  

4 High-Level Waste (HLW)  
Metal Alloy 

From electrochemical or aqueous 
reprocessing, cermets 

5 Lower Than HLW (LTHLW) 
 

Class A, B, and C, and GTCC 

6 Other 
 

Molten salt, electro-chemical refining waste, 
etc. 

Note: HTGR = High-temperature gas-cooled reactor; GTCC = Greater than Class C. 
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Table 2-2.  Groupings of Potential Disposal Concepts and Geologic Settings 
 
Group Number Disposal Concept / Geologic Setting Description 

1 Surface Storage 
 

Long-term interim storage at reactors or at 
centralized sites 

2 Shallow Disposal 
 

e.g., near-surface disposal, LTHLW sites 
(Depths <= 100 m) 

3 Mined Geologic Disposal  
(Hard Rock, Unsaturated) 

Granite/crystalline or tuff 
(Depths > 100 m) 

4 Mined Geologic Disposal  
(Hard Rock, Saturated) 

Granite/crystalline or tuff 
(Depths > 100 m) 

5 Mined Geologic Disposal  
(Clay/Shale, Saturated) 

Clay/shale 
(Depths > 100 m) 

6 Mined Geologic Disposal  
(Salt, Saturated) 

Bedded or domal salt 
(Depths > 100 m) 

7 Deep Borehole Disposal 
 

Granite/crystalline 
(Depths~ 1000 m) 

8 Other 
 

Sub-seabed, carbonate formations, etc. 

 
The groupings in Table 2-1 and Table 2-2 are described in more detail in Freeze et al. (2010b, 
Sections 2.1.1 and 2.1.2).  These groupings result in 35 combinations (ignoring the placeholder 
“Other” groups) of waste form types and disposal concepts/geologic settings that broadly define 
the range of potential alternative disposal system designs that might need to be evaluated using 
the Waste IPSC.  Within any single alternative disposal system design there may be important 
sub-designs (e.g., waste emplacement geometry, thermal loading, engineered component (waste 
form, waste package, backfill, etc.) design and materials) and/or conditions (e.g., saturated vs. 
unsaturated flow, boiling vs. non-boiling temperature, reducing vs. oxidizing chemistry) that 
may further delineate the range of technical capabilities required of the Waste IPSC.   
 
Figure 2-1 shows a conceptualization of a generic disposal system that includes components, 
domains, and phenomena common to most of the 35 disposal system alternatives and that 
therefore need to be encompassed by the Waste IPSC modeling and simulation capabilities 
(Freeze et al. 2010, Section 2.1.1).  
  

     
 

Figure 2-1.  Components of a generic disposal system. 
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The top half of  

Figure 2-1 shows the physical domains of the generic disposal system: engineered barrier system 
(EBS), geosphere, and biosphere.  The terms near field (or near-field environment) and far field 
(or far-field environment) are also commonly used to describe the physical domains of a disposal 
system.  The near field encompasses the EBS and well as the interface with, and adjacent portion 
of, the host rock that experiences durable (but not necessarily permanent) changes due to the 
presence of the repository (e.g., hydro-mechanical alteration due to tunnel excavation, thermal-
chemical alteration due to waste emplacement).  The far field encompasses the remainder of the 
geosphere and the biosphere.    
 

The bottom half of  
Figure 2-1 shows the phenomena that can affect each of these domains.  These phenomena 
include, at a high level, the coupled THCMBR processes that control: 
 

1) Radionuclide Source Term – which includes degradation of the waste form, degradation 
of the waste package, interaction with the EBS environment, and radionuclide solubility,    
 

2) Radionuclide Transport through the EBS – which includes advection, diffusion, and 
sorption of dissolved and colloidal radionuclides and interaction with the EBS 
environment,  
 

3) EBS Environment - which includes temperature, fluid movement, fluid chemistry, 
biology, and mechanical degradation of EBS components (e.g., waste form, waste 
package, buffer materials, backfill, liner, seals), 
 

4) Radionuclide Transport through the Geosphere (the host rock and surrounding geologic 
units) - which includes advection, diffusion, and sorption of dissolved and colloidal 
radionuclides and interaction with the geosphere environment,  
 

5) Geosphere Environment - which includes temperature, fluid movement, fluid chemistry, 
biology, and mechanical alteration of the host rock and surrounding geologic units, 
 

6) Radionuclide Transport in the Biosphere – which includes radionuclide movement, 
uptake, and human health effects, and, 
 

7) Biosphere Environment and Dose Factors - which includes THCMBR processes that 
affect radionuclide movement and uptake and the characteristics of receptor.   

 
These high-level phenomena are represented and described in additional detail by a set of 
potentially relevant features, events, and processes (FEPs).  The identification of a preliminary 
set of 208 Waste IPSC FEPs broadly applicable across the range of 35 disposal alternatives is 
described in Freeze et al. (2010b, Section 2.3).   
 
The technical scope of the Waste IPSC must be broad enough to represent the range of 
potentially relevant THCMBR processes (and associated time- and length-scales) captured by 
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these 7 high-level phenomena for a range of disposal system alternatives encompassed by the 35 
combinations of concepts/settings and waste form types. 
 
Because FY10 was the first year of Waste IPSC development and integration, a necessary initial 
step was the identification of existing code capabilities, and gaps in existing capabilities, relevant 
to the modeling and simulation of the Waste IPSC phenomena and disposal alternatives.  The 
initial code identification and gap analysis, performed in FY10, focused on a subset of the 7 
high-level phenomena and 35 disposal alternatives.  In future years the full set of phenomena and 
disposal alternatives will be considered.   
 
The subset of high-level phenomena and disposal alternatives considered in FY10 are described 
below: 
 
 The FY10 gap analysis focused on THCM processes and couplings.  While, the final scope 

of the Waste IPSC will include coupled THCMBR processes, the gap analysis for biological 
and radiological code capabilities (the BR component of THCMBR) was deferred to future 
years.  The effects of some biological and radiological processes are indirectly captured 
within the THCM processes.    
 

 The FY10 gap analysis focused on code capabilities to model the 3 high-level phenomena 
relevant to the EBS (Source Term, EBS Environment, and EBS Transport).  The only EBS 
component considered for degradation was the waste form.  Geosphere phenomena 
(Geosphere Environment and Geosphere Transport) were considered where code capabilities 
for the EBS phenomena were also applicable to the geosphere.  In general, THCM processes 
and couplings are most complex in the EBS and decrease in complexity with distance from 
the waste.  Gap analysis of code capabilities for other EBS degradation phenomena, other 
geosphere phenomena, and for biosphere phenomena was deferred to future years.   
 

 The FY10 gap analysis focused on one waste form type: HLW Glass.  Consideration of UNF, 
HLW Ceramic, HLW Metal, and LTHLW waste forms were deferred to future years.    
 

 The FY10 gap analysis focused on four disposal concepts/geologic settings: Mined Geologic 
Disposal in saturated conditions for three geologic settings (hard rock, clay/shale, salt) and 
Deep Borehole Disposal.  Consideration of Surface Storage, Shallow Disposal, and Mined 
Geologic Disposal in unsaturated conditions (hard rock) concepts were deferred to future 
years. 

 
It was also necessary to ensure that the FY10 gap analysis considered code capabilities required 
for the Waste IPSC challenge problem and milestones (Freeze et al. 2010, Section 3) – 
specifically a HLW borosilicate glass waste form in a mined geologic disposal system in salt.   
 
In summary, the FY10 gap analysis considered code capabilities to model 5 high-level THCM 
phenomena for 4 disposal alternatives (1 waste form times 4 concepts/settings).  These code 
capabilities were considered at both the sub-continuum scale and the continuum scale (for both 
high-fidelity and PA applications).     
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Section 3 describes the identification and gap analysis of constitutive relationships derived from 
mechanistic sub-continuum processes potentially relevant to one of the high-level THCM 
phenomena: Radionuclide Source Term.  The specific focus for FY10 was on HLW glass waste 
form degradation, with only minor consideration of EBS Environment.  For FY10, this sub-
continuum gap analysis was independent of disposal concept/geologic setting.  
 
Section 4 describes the identification and gap analysis of continuum code capabilities to model 
four high-level THCM phenomena: EBS Environment, EBS Transport, Geosphere Environment, 
and Geosphere Transport.  These code capabilities were considered for applicability to the 4 
disposal concepts/geologic settings noted above: Mined Geologic Disposal in saturated hard 
rock, clay/shale, and salt, and Deep Borehole Disposal.  Considerations for mined disposal in 
hard rock and deep borehole disposal are similar.  For FY10, this continuum code gap analysis 
was independent of waste form type.     
 
As technologies and socio-political drivers evolve, the relevant waste form groupings, 
concept/setting groupings, disposal system domains, and phenomena may all evolve, which may 
in turn lead to evolving code requirements.     
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3. CHARACTERIZATION OF SUB-CONTINUUM PROCESSES 
 
As described in Section 2, the consideration of sub-continuum processes for the Waste IPSC in 
FY10 was limited to one of the high-level THCM phenomena: Radionuclide Source Term.  The 
specific source term focus was on HLW glass waste form degradation. 
 
The rate at which the waste form degrades has a potential to improve estimated performance of 
repositories if the resulting waste-form lifetime is sufficiently long relative to the period of 
performance (e.g., on the order of hundreds of thousands of years), and if the waste form 
effectively immobilizes those radionuclides that will be most mobile in the proposed geologic 
setting (Swift et al. 2010).  Therefore, the capability to simulate waste form degradation and its 
effect on the time-dependent source term is an important component of any disposal system 
assessment. 
 
Characterizing the chemical and structural processes that lead to waste form degradation, 
radionuclide release, and reactive transport involves modeling phenomena at the sub-continuum 
scale.  Abstracting, “upscaling”, these mechanistic, atomistic processes into effective collective 
phenomena formulated into constitutive equations with validated parameterizations is required to 
inform coupled THCM continuum simulations of the long-range and long-time performance of 
waste disposal systems.  The goal of the sub-continuum and upscaling area is to establish and 
demonstrate the capabilities necessary to model each link in the chain of sub-continuum 
phenomena, and establish the linkages between hierarchies within the sub-continuum domain 
that allow for a quantitative propagation of the atomistic phenomena into constitutive models, 
with appropriate evaluations of the associated uncertainties.  These phenomena will need to 
account for different waste form types, temperature and chemical conditions.  The achievement 
of a quantitatively connected hierarchical chain of models entails overcoming significant 
scientific and modeling challenges.  This section describes the nature of those challenges and 
gaps for the evaluation of source terms for degrading waste forms at the sub-continuum-to-
continuum scale. 
 
The Waste IPSC will ultimately enable capabilities encompassing the various waste form types 
listed in Table 2-1.  For this report, describing FY10 progress, only HLW glass has been 
considered.  As discussed below, the approach used here for HLW glass will be the template for 
addressing the other waste form types similarly in the future. 
 
Borosilicate glass is the specific target of the Waste IPSC challenge milestone 2 (Freeze et al. 
2010, Section 3.2).  Establishing the end-to-end hierarchical chain of atoms-to-continuum 
modeling of glass dissolution is a major goal of FY11 activities at the sub-continuum scale.  A 
detailed description of the gaps is timely; it is necessary for executing immediate activities 
within the Waste IPSC and to provide early guidance to the FMM, VU, and ECT supporting 
program elements as to the needs of the Waste IPSC. 
 
Specific gap assessments for other waste form types, e.g., ceramics, metal alloys, or UNF, will 
be prepared as those efforts are developed and will be documented in future reports.  At the sub-
continuum scale, many phenomena do not distinguish between waste form types, e.g., activation 
barriers for simple atomic chemical processes in different materials are evaluated with similar 
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methods.  Many of the processes described for glass corrosion apply to ceramics, and also to 
metal alloy waste forms, and the same capability gaps are common to all.  Characterization of 
sub-continuum phenomena for UNF will likely leverage ongoing activities in the NEAMS Fuels 
IPSC and FMM program element because the distinguishing needs for the Waste IPSC, the 
chemical interactions of UNF with the EBS environment, are fundamentally similar to the same 
processes for the other candidate waste forms. 
 
The gap analysis at the sub-continuum scale will focus on scientific capabilities rather than code 
deficiencies.  There is an abundance of modeling codes applicable to the sub-continuum scale.  
The gaps in enabling capabilities for the Waste IPSC lie in designing meaningful simulations for 
complex processes and quantitatively propagating results of simulations through a hierarchy of 
phenomena into constitutive relations that can be used in continuum-scale simulations. 
 
3.1. Overview of Glass Waste Form Dissolution 

 
3.1.1. Repository Settings – Why and When Glass Waste Form Dissolution is Important 
 
Understanding the detailed mechanisms that lead to the disparity in rates between far-from 
equilibrium dissolution of glass measured in the laboratory and the fully-coupled degradation of 
glass observed in natural systems can provide insight into estimates of lifetimes for glass 
radioactive waste forms.  The rates of glass degradation observed from ancient glass artifacts are 
much slower than those observed in laboratory tests (Verney-Carron et al. 2010), similar to the 
slower degradation rates observed in nature for mineral degradation (White and Brantley 2003; 
Ganor et al. 2005; Hellmann and Tisserand 2006; Bryan et al. 2009).  Studies of natural and 
synthetic glass dissolution rates show far-from equilibrium behavior can be compositionally 
dependent on Si content (Wolf-Boenisch et al. 2004) and Al content (Hamilton et al. 2001) of the 
glass. The slower degradation glass rates observed in the natural system result from a number of 
differences between those systems and glass studies in the laboratory including (a) dissolution 
mechanisms (Hamilton et al. 2001) and (b) glass reactive surface area (Wolf-Boenisch et al. 
2004). Each of these aspects of the degradation are affected by coupled feedback processes 
resulting during glass degradation due to formation of diffusion pathways through intermediate 
phases (e.g., gel layer), which may also develop to isolate fresh glass surfaces from contact with 
the bulk fluid (Cailleteau et al. 2008; Verney-Carron 2010). 
  
Glass waste forms have been evaluated for permanent disposal in radioactive waste disposal 
facilities (i.e., geologic repositories) in a number of countries.  For example, the DOE assessed a 
geologic repository at the Yucca Mountain site (DOE 2009) that included disposal of both spent 
nuclear fuel and high-level radioactive waste in an unsaturated fractured volcanic tuff 
characterized by oxidizing conditions.  In addition, both the French (ANDRA 2005) and Swiss 
(NAGRA 2002) national programs have evaluated disposal of spent nuclear fuel and high-level 
radioactive waste in a clay repository where conditions are anticipated to be water-saturated and 
chemically reducing, similar to approaches also being evaluated in Belgium and other countries. 
 
The relatively long duration of glass waste forms (a few hundred thousand years) in the 
performance analysis of the French clay site (ANDRA 2005) provides substantial delay to peak 
radionuclide releases to the biosphere.  This is demonstrated through sensitivity analyses using 
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constant glass degradation rates through time, rather than decreasing degradation rates resulting 
from increasing silica saturation in solution (Swift et al. 2010).  Rates of glass waste form 
degradation used in the DOE analyses of the unsaturated Yucca Mountain site reflect the far-
from equilibrium glass dissolution rates that conservatively do not include any of the coupled 
chemical processes that can decrease those rates (DOE 2009).   
 
Further understanding of the detailed mechanisms of glass degradation will facilitate 
incorporation of more comprehensive and realistic representations of glass waste form behavior 
and provide further confidence in safety assessments of radioactive waste disposal.  This report 
summarizes existing approaches and identifies a number of areas for further work focusing on 
topics that should advance the ability to upscale from molecular-scale approaches of glass 
behavior to models of glass degradation at the continuum-scale. 
 
3.1.2. Context of Glass Degradation 
 
This section provides a multiscale conceptual model as a framework for modeling glass waste 
forms. This framework is used to describe both the physical and chemical processes and the 
spatial and temporal scales, primarily related to the continuum model scale, and is used as a 
means to delineate the spatial and temporal relevancy of specific chemical processes to atomistic 
scale modeling approaches.   
 
The progression of glass degradation in contact with an aqueous solution is a complex evolving 
set of reactions and transport mechanisms that occur at various and variable rates depending on 
the stage of the glass degradation. The primary controls on the overall rate change throughout 
this progression depend on both the physical and chemical evolution of the system at the 
molecular and continuum scales. Within the degrading system, a series of coupled chemical 
processes proceeds to change the initial simplistic glass-solution reaction into a multi-layer, 
multiphase reactive transport regime that produces a range of effects including diffusion-rate 
controls, altered water composition in contact with the reactive interface of the glass, and 
physical modification of the surface area of the reactive interface. Understanding these processes 
in a coherent manner facilitates the consistent extraction of glass reaction rate information from 
experimental work, provides the context for constraining the long-term evolution of glass waste 
forms in a repository environment, and delineates a framework for models of glass degradation 
to be consistently developed and upscaled from the atomistic/molecular level to high-fidelity 
continuum scale, and from there to the PA scale. 
 
For the purposes of the discussion in this report, the following definitions are given here to 
ensure clarity. 
 
Glass Dissolution – the direct reaction of an aqueous solution with fresh glass to dissolve the 
solid material. 
 
Reactive Interface – the contact between the pristine glass and the aqueous solution with which it 
is reacting.  It is the surface area of the reactive interface that should apply to the overall glass 
dissolution rate. 
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Glass Degradation – the entire set of processes leading to alteration of glass to other phases (for 
glass waste this includes concurrent release of radioelements intended to be isolated in a geologic 
repository). Note that glass degradation includes glass dissolution as a sub process. 
 
The process of glass degradation takes place in a series of continuous stages with the following 
primary distinctions made within this report: 
 
Initial attack – the stage when the fresh glass surface is reacting with the solution and the glass 
dissolution process is dominant within the series of glass degradation processes. 
 
Evolution – the stage when alteration layers (e.g., diffusion layer, gel layer, secondary phase 
layer) are forming on glass surfaces and growing at rates relative to one another. This is the 
period when the glass degradation rate slows from its initial rate. 
 
Maturation – the stage when alteration layers are all formed and growing only at steady state 
relative to one another. This is the period when the degradation rate could approach a constant, 
long-term value. 
 
The Initial Attack stage is delineated as the high rate, far from equilibrium portion of glass 
degradation and is dominated by the sub-process of glass dissolution (Figure 3-1).  This is the 
period in the experimental studies prior to any significant effects of coupled processes on the rate 
of reaction. Temporally, this is the scale at which connections should be approached between 
atomic scale and continuum scale models of the rate of glass dissolution.  The Evolution stage 
(Figure 3-2) has the most complex coupling of processes because the transport field is 
developing in a non-steady state manner such that the process-level rate limitations on the overall 
degradation rates are continuously changing their relative contributions. Once the Maturation 
stage is reached (Figure 3-3), steady state has been achieved within the formation of the gel and 
secondary phase layers so that the overall degradation rate is now dominated by the coupled 
processes that occur within this multiphase system. This latter stage would be more ideal for 
constraining the evaluation of the transport limitations on the system, but it is important to 
consider the variations in water composition throughout the system when performing an 
upscaling comparison from the atomistic level to the continuum level. 
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During the initial attack stage, the fresh glass surface is reacting with the solution and glass dissolution processes dominate. 

 
Figure 3-1.  Schematic of Initial Attack Stage. 

 
 
 

       
During the evolution stage, alteration layers (e.g., gel layer, secondary phase layer) form on glass surfaces and grow at different 
rates relative to one another. This is the period when the glass degradation rate slows from its initial rate. This decrease in rate 
maybe due to diffusion through the layers forming on the glass surface, changes in aqueous composition at the reactive interface 
(RI) of the glass, and changes in reactive surface area. 

 
Figure 3-2.  Schematic of Evolution Stage. 
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Glass Solution
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D

D – rate of silica diffusion through the gel (± SP) layer (at least partially 
limiting). Other constituents mass transport rates may also be important.
E – the aqueous composition at the RI is not the same as the Solution 
(aqueous silica concentration especially) and the surface area of  the RI 
may be reduced by glass-gel contact area.

E
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During the maturation stage, alteration layers are all formed and growing only at steady state relative to one another. This is the 
period when the degradation rate could approach a constant, long-term value. This slow long-term rate may be due to diffusion 
through the layers forming on the glass surface, changes in aqueous composition that exist at the reactive interface (RI) of the 
glass, and reduction in reactive surface area. In this case, the gel and secondary phase layers may act as mantling phases that 
potentially isolate the fresh glass from the solution. 
 

Figure 3-3.  Schematic of Maturation Stage. 
 
 
In a recent evaluation of glass degradation studies (Van Iseghem et al. 2007) the time dependent 
alteration (i.e., degradation) rate and extent of glass degradation was summarized (Figure 3-4). 
Note that the Interdiffusion and Hydrolysis periods equate to the Initial Attack stage; the 
Diffusion and affinity period equates to the Evolution stage; and the Slow alteration period 
equates to the Maturation stage. This is based primarily on the release rate of Si, which 
represents the structural glass network. For repository systems that are quiescent (i.e., little or no 
seismiscity with tightly packed materials), it may be possible for the glass waste form to remain 
within the Maturation stage for most of its lifetime. This would potentially extend the lifetime of 
the glass waste form to periods approaching the regulatory limits and could impact performance 
of those repository systems in a positive manner (Van Iseghem et al. 2006; Swift et al. 2010). 
 
 
 
 

T=T2 to T3

Steady state growth of  gel and secondary phases layers provide mantle on 
glass
Degradation rate is very slow and steady (reaching plateau in this stage)
Transport through gel layer af fects rate
Aqueous composition at RI is consistent but dif ferent than Solution

Glass Solution

RI Gel Layer

Secondary phases (SP)

D

E

D – rate of silica diffusion through the gel (± SP) layer (at least partially 
limiting). Other constituents mass transport rates may also be important.
E – the aqueous composition at the RI is not the same as the Solution 
(aqueous silica concentration especially) and the surface area of  the RI 
may be reduced by glass-gel contact area.
F – the gel and secondary phase layers may be acting as a mantle, in part 
isolating the f resh glass f rom the Solution.

F
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Note: Interdiffusion and Hydrolysis periods equate to Initial Attack stage; Diffusion and affinity period equates to Evolution stage; 
Slow alteration period equates to Maturation stage. (after Van Iseghem et al. 2007). 
 

Figure 3-4.  Time dependent alteration rate and extent for glass degradation. 
 
 
3.1.3. Current Understanding and Gap Identification 
 
A number of studies have summarized and/or evaluated the current information regarding glass 
degradation including experimental studies, field studies, and model development (Grambow 
2006; Van Iseghem et al. 2006; Van Iseghem et al. 2007).  The GLAMOR project (Van Iseghem 
et al. 2006; Van Iseghem et al. 2007) was a concerted effort to evaluate the primary evolving 
processes of glass degradation and to compare the capabilities of two specific models to 
represent those multiple processes using a selected set of experimental data from the literature. A 
number of more recent studies have extended glass degradation modeling from the end point of 
the GLAMOR project using the GRAAL model applied to SON68 nuclear glass (Frugier et al. 
2008; Frugier et al. 2009) and explicitly evaluating coupled processes in the alteration of Roman 
glass (Verney-Carron et al. 2010). In these cases, the details of choosing parameter values for 
input to the model of these coupled processes emphasizes the facility of an integrated framework 
for evaluating experiments and analogs. 
 
In the GRAAL model (Frugier et al. 2008; Frugier et al. 2009), the concept of the passivating 
reactive interphase (PRI) is developed (Figure 3-5); the PRI is essentially most of the gel layer 
and secondary phase layers that develop on the glass surface.  The compositional profiles change 
rapidly just outside the surface of the glass (Figure 3-5) The PRI is primarily where the transport 
limitations occur.  The PRI has depleted gel on one side and reacts directly with the solution on 
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the other (Figure 3-6). Coupled diffusion and alteration processes in the PRI play a role in 
moderating the degradation rate of the glass (Frugier et al. 2009). At the field scale, 
understanding the feedback of the coupled processes that result in formation of the gel, and 
especially precipitation of secondary stable phases (e.g., clays) is central to elucidating the long-
time slower rates observed for glass in nature (Verney-Carron et al. 2010) and will be central to 
application within PA models. 
 
 

 
 

The layers shown include the passivating reactive interphase (PRI) and the depleted gel that contacts the solution. In the boxes 
below the schematic, the layers are listed with the primary formation mechanisms of these likely amorphous phases and the gross 
characteristics of each layer. (after  Frugier et al. 2008).  

 
Figure 3-5.  Schematic showing the compositional profiles through the layers on the 

glass surface.  
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Shown above are the reactions of the PRI with the solution that are included in  
the GRAAL model of SON68 glass alteration (after Frugier et al. 2009). 

 
Figure 3-6.  Schematic diagram of the processes occurring within the passivating 

reactive interphase (PRI).  
 
 
Experimental studies of mineral dissolution kinetics (e.g., Hamilton et al. 2001; Hellmann and 
Tisserand 2006; Yang and Steefel 2008; Pierce et al. 2010) and of the related process of glass 
degradation (e.g., Strachan and Croak 2000; Advocet et al. 2001; Wolf-Boenisch et al. 2004; 
Pierce et al. 2006; Cailleteau et al. 2008) have provided data to show that there is a complex 
coupled feedback process that changes glass degradation from simple far-from equilibrium 
dissolution kinetics at the start to slower degradation controlled in part by diffusion processes in 
gel and secondary phase layer(s) in which the reaction solution has a modified composition near 
the surface (i.e., the reactive interface) of fresh glass (see Grambow 2006; Van Iseghem et al. 
2007). In these cases the compositional gradients of the solution need to be taken into account 
and evaluated on a smaller scale than the bulk solution (Li et al. 2008) and the appropriate 
approach to developing models of this coupled reaction and transport system is in general a 
reactive transport methodology (e.g., Steefel et al. 2005).  This allows capture of both far-from 
equilibrium dissolution processes of the initial attack stage for glass as well as the evolved 
system with secondary phases, transport process limitations, locally modified solution 
composition, and changes to reactive interface surface areas. 
 
The areas below have been identified as primary gaps that have high potential for progress in 
order to (a) explicitly up-scale atomistic models to continuum models, (b) develop more precise 
models of the major processes at the continuum level, and/or (c) include more realistic long-term 
glass behavior in PA models. These gaps are not specific to just glass nuclear waste forms, but 
are gaps in synthesis/understanding of crystalline and amorphous material dissolution in the 
geologic environment. The long-term focus for this gap analysis is to be able to continuously and 
seamlessly upscale models from the atom scale to the geologic scale (Figure 3-7) as a means of 
addressing the ability to resolve processes at various time scales explicitly enough to have 
appropriate levels of confidence in the results of the models for the safety assessments. For the 
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near term, working on the gaps identified below should provide the next step in accomplishing 
the long-term objectives. 
 

i. Parametric upscaling from atomistic to continuum processes.  There are two study areas 
that have been identified as useful pursuits for this purpose. The first study area is to 
perform explicit atomistic calculations of glass dissolution to reproduce both the rates and 
activation energies of glass dissolution reactions.  This will be approached initially by 
modeling feldspar dissolution as a simplified case to serve as an idealized proxy for glass 
dissolution. This case has more structural definition in the solid phase and a smaller 
chemical system compared to glass wastes, but similar Si-Al structural limitations on 
dissolution rate control (see discussion in Section 3.3.5).  In this case, delineating the 
appropriate level of reaction grouping is key to defining the point at which atomistic 
representations flange to the continuum methods. The second study area is to perform 
explicit atomistic models of silica diffusion in the aqueous solution away from the glass 
surface (within the gel layer) to begin constraining the transport parameters more directly, 
as these are generally used as fitting parameters in current continuum models. 
Reproducing silica diffusion explicitly would allow the physical properties of the gel layer 
(e.g., porosity, tortuosity) to be more fully evaluated from the progression in the 
experiments. (An adjunct to this study area would be to explicitly model both water and 
silica solid state diffusion within the glass itself.) Extraction of parameter values from 
experiments should occur in a framework that provides explicit process delineation both 
temporally and spatially. For upscaling purposes, parametric extraction for continuum 
processes from experiments should be performed with a narrow focus on the stage of the 
glass degradation experiment so that it can be accomplished in a manner consistent with 
the dominant rate limiting process(es). 
 

ii. Definition of the equilibrium phase for glass dissolution and correlations among glass rate 
parameters. Because glass is a thermodynamically unstable phase, choosing the 
appropriate representative composition for defining the equilibrium condition for use in a 
chemical affinity approach to the dissolution rate has been handled in various empirical 
ways in the literature (e.g., Verney-Carron et al. 2010).  This introduces a variability based 
on conceptual uncertainty into these approaches that may lead to disparate results that are 
not related directly to the use of chemical affinity to describe the rate, but simply due to 
the variability of the reference point assumed for the equilibrium condition.  Most 
approaches have focused solely on the silica content of the glass (or the gel).  
Development of a more generally applicable equilibrium reference point that accounts for 
variable glass composition would provide a more coherent framework for upscaling 
studies (e.g., use a standard set of overall reaction products that represent the stable 
assemblage of the glass composition).  Correlations between the rates of reactions and the 
free energy of overall reactions suggest this may be possible. Correlation development 
would also facilitate estimates of parameter values to be used for initial model 
construction and to delineate targeted experiments to measure confirmatory values. 
 

iii. Aqueous composition evolution at the reactive interface. Once the degradation process has 
progressed to the Evolution Stage, the pore fluid in the gel layer that is in contact with the 
glass reactive interface is no longer the same as the bulk solution composition.  The 
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changes are a result of the reaction of the glass with the solution proximal to its surface 
and the transport processes occurring between the surface and the bulk solution outside the 
gel layers (note that this may be gradational on an atomistic scale such that a boundary 
region of a few to tens of monolayers of solution exists that is even more different from 
the local aqueous solution composition).  A number of studies have considered the 
changes in dissolved silica but this should be expanded to include full water compositional 
evolution. Evaluating explicitly the changes at this location would be facilitated by a pore-
scale reactive transport approach that included the major dissolved constituents. 
 

iv. Surface area evolution of the reactive interface.  In addition to the chemical changes that 
occur at the glass reactive interface as driven by gel layer development, physical occlusion 
of the reactive interface may reduce the overall mass of glass that is reacting with the 
fluids in the pores of the gel layer.  Given that the porosity and density of this layer 
changes with time, this process could lead to changes in overall rate of glass degradation 
that are solely due to the physical mantling processes occluding fresh glass from further 
reaction. Explicit delineation of these processes would facilitate understanding of how to 
apply such changes over time in a repository setting and would aid in consistent parameter 
extraction from results of experiments. Evaluating explicitly these physical changes at the 
reactive interface would be facilitated by a continuum-scale reactive transport approach. 
 

v. Field-scale progression of active surfaces contributing to the reactive interface total 
surface area using sub-continuum and continuum reformulations.  In addition to changes 
in reactive or effective surface area at the glass-water interface due to an evolving gel 
layer structure, the effective surface area may increase dramatically as cracks in the glass 
surface nucleate and grow through time.  Prior to being introduced to the repository 
setting, the nuclear waste glass forms may undergo expansion during heating due to 
radioactive decay.  Subsequent cooling could generate cracks that propagate into the waste 
form structure.  The formation of these cracks would not be accounted for through an 
analysis of changes in surface roughness at a single glass-water interface. At the 
continuum level, crack propagation theory is being modified to address non-linear material 
behavior at the tip of the crack (work by Fineberg et al. at Hebrew University, summarized 
in Grossman (2010)). At the sub-continuum scale, molecular modeling of cracks in silicon 
is demonstrating that the atomic-scale progress of a crack becomes hung up until atomic 
restructuring occurs and releases the crack tip to jump ahead (work by Buehler et al. at 
M.I.T., summarized in Grossman (2010)). Such advances in continuum and sub-
continuum understanding present an opportunity for a coherent upscaling study for crack 
development. 
 
Through analysis of fracture alteration in archeological glass and reaction-transport 
modeling, Verney-Carron et al. (2010) demonstrated that glass alteration at internal cracks 
will decrease over time, and that the majority of glass alteration occurs on external 
surfaces. It was concluded that the coupled glass alteration provided a negative feedback 
on the transport of constituents through the altering fracture pathways. The physical and 
chemical processes leading to decreased transport rate along altering cracks represent 
another area that may be amenable to upscaling analysis from sub-continuum to the 
continuum scale models.  Additionally, developing general constraints on the integrated 
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result of these field scale coupled processes (the occlusion of glass reactive interface 
surface area and additional crack growth) would address one of the major areas for 
upscaling from continuum models to field scale models.  This is one of the key study areas 
for making the connection between high-fidelity continuum models and PA models that 
represent the system response at a higher level. Evaluating explicitly these integrated 
physical changes to the total glass surface area in the field would be facilitated by a 
continuum-scale reactive transport approach applied at the tens of centimeters to meter 
scale. 
 

 

 
 

From Kalinichev (2004) 
 

Figure 3-7.  Time and length scales of geochemical modeling. 
 
 
 
3.2. Continuum-Scale Rate Models for Glass Dissolution 
 
3.2.1. Overview of Kinetic Dissolution Rate Expressions 
 
Silicates are characterized by the formation of an alteration layer on the surface where the rate of 
Si release is less than the release of other cations.  According to Brantley (2008), the formation 
of alteration layers on silicates has most commonly been attributed to simple leaching 
accompanied by surface condensation and reconstruction reactions.  The dissolution is usually 
monitored by measuring the rate of increase of solute concentrations as a function of time 
(Brantley 2008). 
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There are numerous kinetic rate laws for aluminosilicate dissolution that have been proposed in 
the literature.  Six of these rate laws are described below to emphasize that these laws describe 
aluminosilicate dissolution using distinct parameter sets and still achieve partial success in 
describing observed dissolution data.  This suggests that these rate laws include macroscopic 
parameters that are functions of micro- or nano-scale parameters that have not yet been 
determined.   
 
For simple oxides, the dissolution rates are generally observed to be affected by the proton 
concentration of the reacting solution and are often described by the following empirical 
equation: 
 

ݎ ൌ ݇ுܽுା
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௠      (3.2.1) 
 

Where kH and kOH are the rate constants for proton- and hydroxyl-promoted dissolution 
respectively, ai is the activity of species i in solution, and n and m are the partial orders of 
reaction (Brantley 2008).   
 
A general kinetic rate equation for far-from-equilibrium dissolution of silicates containing cation 
Mi (Oelkers and Gislason 2001) has been proposed, assuming a precursor species controls 
dissolution: 
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Here k is the rate constant, Ki is the equilibrium constant describing the exchange reaction 
between protons and the metal cation Mi at the surface that forms the precursor species, and the 
parameters ν i  and s are stoichiometric coefficients for species appearing in the formation 
reaction for the precursor in the rate-limiting step. 
 
Quartz dissolution has been expressed by the following rate equation: 
 

ݎ ൌ ݇ௌ௜ைுሺܶሻؠߠௌ௜ைு ൅ ݇ௌ௜ைషሺܶሻؠߠௌ௜ை೟೚೟ష     (3.2.3) 
 

where each rate constant describes the reaction at a given surface site as indicated, ؠߠௌ௜ைு is the 
fraction of total neutral surface sites, and ؠߠௌ௜ை೟೚೟ష  is the sum of the fractions of total sites existing 
as deprotonated surface hydroxyls and as sites with adsorbed Na+ (ؠߠௌ௜ைே௔శሻ.  This equation 
successfully describes quartz dissolution from 25 to 300oC for pH 2-12 at variable ionic strengths 
(Dove 1994; 1995). 
 
Net rates of dissolution for amorphous silica into solutions with and without NaCl have been 
described successfully using the following model (Icenhower and Dove 2000): 
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ݎ ൌ ݇ା ቀܽௌ௜ைమሺೌ೜ሻቁ ሺܽுଶைሻ
ଶሺ1 െ  ሻ     (3.2.4)ߗ

 
where k+ is the dissolution rate and Ω = exp(ΔG/RT).  This phase dissolves at a rate 
approximately ten times faster than quartz under comparable conditions. 
 
Extrapolation of the rate constant for dissolution to other temperatures can be accomplished with 
the Arrhenius equation: 
 

݇ுሺܶሻ ൌ ݇ுሺ ௢ܶሻ݁ିሺாೌ/ோ்ሻ     (3.2.5) 
 

where ݇ுሺ ௢ܶሻ (mol mineral m-2 s-1) is the temperature-independent pre-exponential factor, Ea is 
the apparent activation energy, R is the gas constant, and T is the absolute temperature. 
 
Transition state theory (TST) is generally considered to be appropriate only for elementary 
reactions.  However, if a complex mechanism is rate-limited by a single elementary reaction, 
then TST may be usefully applied to the overall reaction.  TST suggests that the forward rate 
minus the reverse rate (rnet) is linear with respect to ΔG near equilibrium according to the 
following equation: 
 

௡௘௧ݎ ൌ െ݇ା∏ ௝ܽ
௠ೕ ሺ1 െ ݌ݔ݁ ቀ௡೔∆ீ

ோ்
ቁሻ    (3.2.6) 

 
Here k+ is the rate constant for the forward rate, aj is the activity of species j in the rate-
determining reaction, mj and ni are constants, R is the gas constant, and T is the absolute 
temperature. In some treatments, the ΔG term is also divided by Temkin’s average stoichiometric 
number, a constant that refers to the relative rate of destruction of the activated complex divided 
by the overall dissolution rate (Oelkers et al. 1994; Oelkers 2001). 
 
Several investigators have approached crystal dissolution from the perspective that it can be 
represented as the inverse of crystal growth (e.g., Dove et al. 2005) or described via the 
combination of specific surface structural mechanisms (e.g., Lasaga and Luttge 2001). Lasaga 
and Luttge (2001) introduced a model for dissolution based on the propagation of stepwaves 
from etch pits.  Experimental data (vertical scanning interferometry (VSI)) suggested that 
although etch pits form, the entire crystal surface dissolves.  Observations suggest that stepwaves 
emanating from etch pits combine to lower the entire crystal surface.  The evolution of 
stepwaves can be quantified with this equation: 
 

ሻݎሺݒ ൌ ௦௧௘௣ݒ ቆ1 െ
ଵି௘ష

഑ೡ
ೝೖ೅௘

ೠሺೝሻೡ
ೖ೅

ଵି௘
∆ಸ
ೖ೅

ቇ     (3.2.7) 

 
where ݒ௦௧௘௣ is the velocity of a series of straight steps, ݒሺݎሻ is the velocity of dissolution 
stepwaves at a distance r from the dislocation defect, ݑሺݎሻ is the strain field of dislocation 
defects, ݒ is the molecular volume, k is the Boltzmann’s constant, r is the radius of a circular 
dissolution step, ߪ is the surface free energy. 
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The overall dissolution rate is written as: 
 

݁ݐܴܽ ൌ ஶ൫1ݒ െ ݁∆ீ ௞்⁄ ൯݄݊ܽݐ ൤ ଵ

ଶ௫ೞ௙൫௥೛೔೟൯
൨ ݂ሺݎ௣௜௧ሻ    (3.2.8) 

 
where the modifying function f(rpit) comes from Equation 3.2.7 above, and xs is a surface 
diffusion distance expressed in molecular units. Using this expression, the dissolution rate 
approaches a simple linear rate or TST-like equation far from equilibrium, and exhibits a 
nonlinear decrease near equilibrium (Lasaga and Luttge 2003).  This equation can be tested with 
detailed kinetic models such as Monte Carlo methods (see Section 3.3). In these methods, ߪ, 
 ௦ are known exactly.  The only adjustable parameter is the dissolution rate at infiniteݔ ሻ, andݎሺݑ
dilution (i.e., the far from equilibrium “dissolution plateau”).   
 
3.2.2. Quantification of Rate Law Parameters 
 
One critical issue in the development and use of kinetic rate laws is how to quantify the surface 
area involved in crystal-fluid interaction.  The overall dissolution rate is often defined as a 
function of the difference in Gibbs free energy between solid and its dissolved molecules (ΔG), 
and the surface area (A) that participates in the dissolution process. 
 
There are three ways in which the surface area is described: (1) geometric, (2) total, and (3) 
reactive.  This last term is equivalent to the reactive interface surface area described above. The 
geometric surface area ignores surface topography or roughness and tends to underestimate total 
surface area. The total surface area includes surface roughness.  One approach to measuring the 
total surface area is the Brunauer, Edward and Teller (BET) method which measures the amount 
of an inert gas adsorbed on a sample under controlled conditions at a specific temperature.  A 
key assumption is that the gas adsorbs in a monomolecular layer on the sample surface.  In 
practice, the method works well for relatively large surface areas (1-1000 m2/g or larger).  With 
krypton gas, smaller surface areas (> 0.1 m2/g) can be revealed as well as nanometer-scale 
porosity.  The concept of reactive surface area is that some sections of a surface are more 
reactive than others (Luttge and Arvidson 2008).  External and internal surface area have been 
defined as that portion over which a fluid is free-flowing and that portion that is not in contact 
with the fluid (pore) or only in contact with the fluid under stagnant conditions. 
 
Several analytical techniques are used to quantify surface topography including atomic force 
microscopy (AFM), interferometry, and electron microscopy.  AFM is a valuable high-resolution 
imaging technique that has the ability to track the motion of monomolecular steps in situ, as a 
function of solution composition in a flow-through environment (Luttge and Arvidson 2008).  
Interferometry provides surface topography information over the nm – cm scale.  Luttge et al. 
(1999; 2003) and Luttge (2004) introduced vertical scanning interferometry and its application to 
mineral dissolution and growth.  Vertical resolution for this technique is on the order of Å – nm 
scale.  Measurements of surface-normal height changes can be converted directly into dissolution 
or growth rates and averaged over the entire solid surface. Scanning electron microscopy (SEM) 
produces images of a sample surface that resolve surface features and microtopography.  
Environmental SEM circumvents the need for a conductive coating and a high vacuum.  Surface 
chemistry is also studied by X-ray photoelectron spectroscopy (XPS), secondary ion mass 
spectrometry (SIMS), and x-ray (grazing incidence) diffraction to analyze the elemental 
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composition of the surface and near surface layers, the oxidation state of these elements, and the 
composition of surface features relative to the bulk crystal. 
 
3.3. Molecular-Level Studies of Dissolution 
 
From Section 3.2, it is evident that many different parameters may contribute to glass dissolution 
and degradation rates including different surface site protonation states at different pH values, 
the chemical activities of aqueous species, and changes in the reactive interface surface area and 
interfacial phases (i.e. gel layers) over time.  Interpreting glass degradation rates using leaching 
experiments alone is challenging because the molecular-level mechanisms involved in glass 
dissolution occur at the glass-water interface, which can only be fully characterized at smaller 
scales.  As a consequence, much computational and analytical research has been conducted to 
determine molecular-level reaction mechanisms at this interface.   
 
More research has been done to incorporate atomistic data into continuum models for silicate and 
aluminosilicate minerals than for glasses, because of a strong desire by the geochemical 
community to understand silicate weathering in the natural environment.  For over twenty years, 
geochemists have recognized that reactions occurring at the mineral-water or rock-water 
interfaces are critical to field scale processes (Hochella and White 1990).  Although simulating 
the degradation of glass nuclear waste forms is even more challenging, in part because of the 
larger chemical system of glass, many of the key uncertainties/challenges are comparable to 
those for aluminosilicate minerals. Some of the key challenges in modeling and upscaling 
atomistic data into continuum models for aluminosilicate dissolution include: (1) determining 
surface site hydroxylation and charge; (2) calculating activation energies for elementary 
reactions; (3) relating the “apparent activation energy” from leaching experiments to the 
calculated activation energies for elementary reactions; (4) confirming proposed reaction paths; 
(5) modeling the formation of gel layers and changes in gel layer thickness with variations in 
mineral or glass composition; (6) modeling transport of aqueous species through the gel layer; 
and (7) identifying changes in reactive surface area through time due to changes in the gel layer 
and fracturing of the dissolving material.  The following subsections review the most recent 
modeling research in aluminosilicate dissolution and upscaling in order to establish a baseline for 
future work and identify upscaling gaps and uncertainties. 
 
3.3.1. Determination of Reaction Mechanisms 

 
Dissolution rates of highly soluble and highly insoluble material tend to be relatively fast and 
slow, respectively.  Dissolution of highly soluble material has a greater likelihood of becoming 
transport-limited and the dissolution of low-solubility materials is likely to be interface-limited.  
Transport or interface limited dissolution can be inferred based upon the morphology of the 
dissolving surface.  In general, dissolution can be conceptualized as the sum of (1) horizontal 
movement of atomic-scale steps defining incomplete surface layers (step retreat), and (2) 
removal of atoms by 2D or pit nucleation in the material.  Etch pits nucleate at both perfect 
surface sites and at defect outcrops.  Regardless of the type of pit, when dissolution occurs near 
equilibrium, pits are unlikely to form.  From small to large undersaturations, dissolution steps are 
more likely to nucleate at crystal edges, at dislocation etch pits, at impurity etch pits, at point 
defects, and at perfect surfaces respectively because both the rates of reaction at these sites differ 



25 

and the relative number of these sites varies as a function of undersaturation. These conceptual 
models for dissolution are outgrowths of classical crystal growth (Burton-Cabrera-Frank) theory 
(Dove et al. 2005).  
 
The preferential leaching of elements from a dissolving surface is driven by differences in site 
energies for cations in the material structure.  For dissolving silicates, non-stoichiometric 
dissolution is especially pronounced at lower pH and can be detected using surface-sensitive 
spectroscopies such as XPS or SIMS.  Gel layers that form on feldspar surfaces demonstrate the 
characteristics of amorphous silica when analyzed after dissolution.  The development of a 
leached layer on dissolving feldspar surfaces is influenced by the Al/Si ratio of the feldspar.  The 
mechanism underlying such observations has been investigated using computational techniques. 
For example, ab initio calculations of the optimized geometries of dissolving surface clusters 
have been calculated.  As the Al/Si ratio is increased in the cluster, the average bond length of 
Si-O bonds within Al-O-Si linkages increases from 1.58 to 1.62 Å suggesting that hydrolysis of 
Al-O-Si bonds become easier. These theoretical results can partially explain why the dissolution 
rates of plagioclase feldspar increases with the Al/Si ratio, and why preferential leaching of Al 
occurs more readily at high Al/Si ratio.  However, alteration layers on feldspars such as 
labradorite (Al/Si = 0.66-0.8) have also been attributed to solution-reprecipitation (Hellmann et 
al. 2003). 
 
Transport-controlled dissolution can either refer to slow transport through the fluid boundary 
layer or through an alteration layer on the material surface.  Such alteration layers grow on many 
dissolving silicates where the rate of Si release is less than release of other cations.  The 
mechanism of formation of alteration layers on silicates has been attributed to simple leaching 
accompanied by surface condensation and reconstruction reactions (Casey and Ludwig 1996; 
Hellmann et al. 2003).  For example, the presence of six-coordinate Al, observed on a partially 
dissolved albite surface was attributed to reconstructive reactions occurring within a layer 
formed by leaching (Tsomaia et al. 2003).  However, in cases such as labradorite dissolved at 
low pH, the sharp interface between surface layer and bulk mineral may be evidence of 
dissolution, reprecipitation, and reconstruction (Hellmann et al. 2003).  According to this 
solution-precipitation hypothesis, reprecipitation reactions occur well below solubility limits for 
secondary phases.  In either case, the hydrolysis of bridging oxygens generally reduces the 
connectedness of network atoms before the atom is released into solution (Hellmann et al. 1990; 
Brantley and Stillings 1997; Hamilton et al. 2001; Tsomaia et al. 2003). A distribution of 
tetrahedral or Qi sites (where i= 4, 3, 2, or 1 bridging oxygen) must characterize the gel layer 
regardless of whether it forms by solution-precipitation or by leaching.  
 
3.3.2. Quantum Mechanics Cluster Calculations 
 
Quantum mechanics calculations have been used to study the kinetics of silicate and 
aluminosilicate dissolution for twenty years (Casey et al. 1990; Xiao and Lasaga 1994; 1996; 
Kubicki et al. 1997; Criscenti et al. 2005).  These calculations are performed on small clusters of 
atoms, that can be representative of either glass or crystal structures.  Therefore, the results of 
these calculations can be applied to the dissolution of both natural minerals such as quartz and 
feldspar and silica-based glasses.  In general, the proposed steps for breaking a Si-O-Si bond 
include H+ transfer to a bridging oxygen atom followed by the formation of a stable 5-fold Si 
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intermediate.  Quantum mechanics is used to calculate activation energies associated with 
different proposed elementary steps along a reaction path.  It should be noted that the dissolution 
of one formula unit of albite will require a series of up to 10 elementary steps including 1 Na+/H+ 
exchange, the hydrolysis of 3 Al-O-Si linkages and 6 Si-O-Si linkages (Kubicki 2008). The 
framework of aluminosilicate glasses and the feldspar minerals consists of linked SiO4 and AlO4 
tetrahedra.  At the solid surface, a Si atom may be bonded to three bridging O atoms (Q3Si), two 
O atoms (Q2Si) or one O atom (Q1Si) of the glass or mineral structure.  It has been suggested 
(e.g., Brantley 2004; Criscenti et al. 2006) that the calculated activation energies for breaking the 
different types of Si(Al)-O-Si(Al) bonds can be compared to the activation energies determined 
through fitting rate expressions to bulk dissolution data, to infer which reaction is the rate-
limiting step.  However, it has also been proposed (e.g., Zhang and Luttge 2008) that the 
apparent activation energy determined from a bulk dissolution experiment is a function of 
numerous activation energies associated with many ongoing reactions.  These concepts will be 
discussed further below. 
 
Criscenti et al. (2005; 2006) modeled reaction pathways for hydrolyzing Si-O-Si and Si-O-Al 
using model clusters of a central Si or Al tetrahedron surrounded by three other Si tetrahedra 
(Q3Si  or Q3Al).  The calculations for Q3Si showed that nearby H2O molecules play roles in H+ 
transfer both to the bridging oxygen atom in the Si-O-Si linkage to form Si-(OH)-Si and back to 
a H2O molecule to reform H3O

+.  These solvation effects were neglected in earlier, smaller 
cluster studies of these systems (Xiao and Lasaga 1994; 1996).  Solvation effects can impact the 
stability of various species (Kubicki 2001) and the calculated activation energy barriers.  
Pelmenschikov et al. (2000) also used molecular orbital-transition state theory (MO-TST) to 
examine the hydrolysis of ß-cristobalite (SiO2).  They chose to constrain the Si-O-Si bond 
lengths and angles according to the ß-cristobalite structure, while Criscenti et al. (2006) allowed 
for full relaxation of the silica cluster.  Pelmenschikov et al.’s approach resulted in higher 
calculated activation energies for Si-O-Si bond breakage. 
   
A recent example of the application of the MO-TST approach to isotope exchange kinetics can 
be found in Felipe et al. (2003).  The summary provided here comes from Kubicki (2008).  The 
exchange of O atoms in orthosilicate acid, Si(OH)4, with H2O molecules was followed to predict 
values of the fractionation factor and exchange rate.  The predicted rate of exchange was rapid, 
consistent with the common assumption for this reaction in natural waters.  A key to the success 
of the Felipe et al. (2003) study was the inclusion of multiple H2O molecules in the model. 
Previously, a single H2O molecule had been included to examine silica-H2O interactions in the 
interest of computational efficiency.  By performing simulations using 3 and 7 H2O molecules 
reacting with Si(OH)4, Felipe et al. (2003) could examine cooperative effects among the H2O 
molecules that are critical to the H+-transfer process.  Model calculations that neglect this 
possibility will most likely be in error no matter what level of theory is used to calculate 
structures and energies.  Several methods for calculating the structures and energies of test 
configurations were performed in order to estimate possible error within the model system. The 
formation of the five-coordinate Si complex was predicted as suggested in a number of earlier 
modeling studies of silica-water interactions.  One difference from previous is that instead of a 
(OH)4SiOH2 complex, a [Si(OH)5]

1- complex was predicted with an H+ transfer occurring from 
the incoming H2O molecule to a nearby H2O to form an H3O

+. In addition, the H3O
+ formed a 
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dimer with another H2O molecule facilitating the cooperative transfer of the proton to the leaving 
OH- on the [Si(OH)5]

1- complex to result in the exchanged Si(OH)4 molecule. 
  
Nangia and Garrison (2008) and Morrow et al. (2009) calculated the activation energy for the 
hydrolysis of Si-O and Al-O bonds from quantum mechanical calculations on small silicate and 
aluminosilicate clusters, using a constrained optimization approach similar to Xiao and Lasaga 
(1994; 1996) and Criscenti et al. (2005; 2006).  Nangia and Garrison (2008) examined the 
hydrolysis of Si-O-Si bonds for protonated, neutral and deprotonated silica clusters according to 
the following reactions: 
  

(OH)3Si-O-Si(OH)3 H
+ + H2O  (OH)3Si-OH + Si(OH)3-OH2

+             (3.3.1) 
 

   (OH)3Si-O-Si(OH)3 + H2O (OH)3Si-OH + (OH)3Si-OH             (3.3.2) 
 
  (OH)3Si-O-Si(OH)2O

- +H2O  (OH)3Si-OH + (OH)3Si-O-    (3.3.3) 
 

Figure 3-8 (top diagram) illustrates the reaction path for the protonated cluster. The dissolution 
process at a protonated surface site proceeds through two transition states (TS1 and TS2), and a 
stable penta-coordinated Si intermediate (I).  In contrast, the hydrolysis of the Si-Obr-Si bond in 
the neutral species (Figure 3-8 middle diagram) has only one transition state.  The reaction 
profile for the deprotonated species (Figure 3-8 bottom diagram) is similar to the profile for the 
protonated cluster. For both the protonated and deprotonated systems, the activation energy 
barrier associated with the formation of the penta-coordinated silica intermediate is larger than 
the energy involved in breaking the Si-Obr bond, suggesting that this is the rate-limiting step in 
the reaction. The neutral reaction is a one-step process with concerted bond-breaking and 
forming processes in the transition state.  The energy barrier for the neutral reaction is higher 
than in the rate-limiting steps for the dissolution of the protonated and deprotonated species.  
These results are consistent with the observation that silica dissolution occurs more quickly in 
acidic and alkaline solutions than in neutral waters. 
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The geometries of the reactant complex (RC), first transition state (TS1), intermediate (I), second transition state 
(TS2), and the product complex (PC) are shown along the path. The Si, O, and H atoms are shown in light brown, 
red, and white colors, respectively. (after Nangia and Garrison 2008). 

 
Figure 3-8.  Energy profile (kJ/mol) of the Si-O-Si hydrolysis reaction along the reaction 

coordinates for the protonated, neutral, and deprotonated species. 
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Morrow et al. (2009) performed similar calculations to investigate the hydrolysis of both Si-Obr-
Al and Al-Obr-Si, where in the first case the Si-Obr bond is broken, and in the second case, the 
Al-Obr bond is broken. For Si-Obr hydrolysis, the reaction profiles are similar to those reported 
for Si-Obr-Si by Nangia and Garrison (2008).  A major difference occurs for the deprotonated site 
reaction; for Si-Obr-Al, the activation energy barrier for breaking the Si-Obr bond is higher than 
the barrier to forming a penta-coordinated Si, while the opposite was found for Si-Obr-Si.  
 
The description of an Al-Obr-Si site on the surface is more complicated. Al is known to assume 
different coordination states according to pH.  In low pH ranges, Al is hexa-coordinated in 
solution, therefore a hexa-coordinated Al-Obr-Si site with a protonated Obr is used to represent a 
protonated surface site. Aluminum can be penta-coordinated in slightly acidic to neutral 
conditions, and is tetra-coordinated in basic pH ranges. Schematics of the three Al-Obr-Si sites 
are depicted in Figure 3-9.  Despite the potential for Al to be present in three different 
coordination states, the reaction profiles for the hydrolysis of Al-Obr-Si in protonated, neutral, 
and deprotonated states all proceed through one-step mechanisms. In addition, the activation 
energy barriers for breaking the Al-Obr bonds are lower than those for breaking Si-Obr bonds. 
 
 

 
Atoms color coded as: Al – purple; Si – yellow; O – red; H – white. The net charge on the cluster is shown on the top 
right of each structure (after Morrow et al. 2009) 

 
Figure 3-9.  Schematic of the Al-Obr-Si surface site in (a) protonated, (b) neutral, and 

(c) deprotonated states. 
 
 
Nangia and Garrison (2008) calculated rate constants (s-1) ݇ؠௌ௜ைுమశ, ݇ؠௌ௜ைு, and ݇ؠௌ௜ைష from the 
optimized structures of the reactants, products and transition states for the hydrolysis of 
protonated, neutral and deprotonated Si-O-Si species using TST.  The TST rate constant is: 
 

݇‡ሺܶሻ ൌ ௞ಳ்

௛

ொ‡ሺ்ሻ

ொሺ்ሻ
݁ି௏

‡/௞ಳ்      (3.3.4) 

 
where ܸ‡ is the barrier height of the reaction, ܳ‡ is the partition function of the transition state, Q 
is the partition function of the reactants, ݇஻ is Boltzmann’s constant, h is Planck’s constant and T 
is the temperature. 

+3 +3 ‐1
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The dissolution rates (mol m-2 s-1) are calculated for the 2-12 pH range at 298 K, using the 
following equation: 
 

ݎ ൌ ߩௌ௜ைுమశؠߠௌ௜ைுమశؠ݇ ൅ ߩௌ௜ைுؠߠௌ௜ைுؠ݇ ൅  (3.3.5)   ߩௌ௜ைషؠߠௌ௜ைషؠ݇
 
where ؠߠௌ௜ைுమశ, ؠߠௌ௜ைு, and ؠߠௌ௜ைష are the fraction of the protonated surface sites, and ߩ is the 
molar surface density of reactive sites. For quartz, the total number of reactive surface sites (or 
surface hydroxyl groups) is 5-7 nm-2.  This rate expression (Equation 3.3.5) does not distinguish 
the surface sites based on connectedness of the tetrahedrally coordinated silicon atoms (i.e., Q1, 
Q2, Q3) on the surface.  These reaction rates were compared to the experimental results of Dove 
and Elston (1992), Knauss and Wolery (1988), Schwartzentruber et al. (1987), and Wollast and 
Chou (1988).  The fractions of protonated, neutral, and deprotonated sites were determined based 
on the work of Hayes and Leckie (1987). While the comparison was reasonably successful, the 
fractions of charged and neutral sites originate from continuum model fits.  Therefore these 
results cannot be attributed to using strictly atomistic information. 
   
Ab initio cluster calculations for nuclear waste glass dissolution have been proposed by Aertsens 
and Ghaleb (2001) to provide (1) a better understanding and modeling of effects of solution 
composition (including pH) on the glass dissolution rate, (2) more accurate estimates of the 
activation energy for glass dissolution (values in the literature diverge considerably), or (3) a 
better understanding of the mixed alkali effect. Another application may be in development of 
waste packages – determining what to put in the waste package to decrease dissolution rates. 
Concerning the link with other modeling methods, ab initio methods can provide (1) the 
potential energy functions used in molecular dynamics (MD) simulations, or (2) the activation 
energies or equilibrium constants needed for Monte Carlo (MC) modeling, or (3) equilibrium 
constants that can be compared with those in geochemical databases. 
 
Aertsens and Ghaleb (2001) also point out that the structure of the gel that forms between the 
dissolving glass and aqueous solution can be studied through ab initio calculations.  The pores in 
the gel may be considered as the hole of a ring formed by glass formers.  Tossell and Saghi-
Szabo (1997) performed ab initio calculations for such rings formed by four tetrahedrally 
coordinated atoms connected by bridging oxygens.  The results show that Si – Al - Si – Al was 
more stable than Si – Si – Al - Al.  However, the incorporation of a proton or Ca2+ made the Si – 
Si – Al - Al configuration more stable.  Similar calculations were executed for boron instead of 
aluminum.  For the dissolution of Na+-aluminosilicate glasses, their calculations show that the 
reaction of H2O with Si2Al2O12Na2 (which can be considered as a simulation of ion exchange) 
does not lead to the hydrolysis of the Si-O-Al bond. Instead, the water molecule sits near the 
Na+. 
 
3.3.2.1  Differences, Gaps, and Uncertainties 
 
Several different approaches are used in the MO-TST modeling of aluminosilicate clusters: 
 

(1) Typically, small cluster calculations are performed unconstrained, allowing the cluster to 
reach a global minimum.  However, the activation energies calculated by Pelmenschikov 
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et al. (2000) are clearly higher because they constrained the calculations to the material 
structure.  If the lower activation energies are used for upscaling, then predicted 
dissolution rates will be faster than if the activation energies from unrelaxed clusters are 
used. The use of lower activation energies might be regarded as “conservative” from a risk 
assessment perspective. 
 

(2) The inclusion of several explicit water molecules in MO-TST calculations can change the 
reaction path, and the charge and structure of both the transition state and stable 
intermediates in the hydrolysis of aluminosilicate clusters.  It is not clear how these 
differences will manifest themselves in calculated activation energies and upscaled system 
properties.   
 

(3) Quantum mechanics calculations can be used to look at the energetic of repolymerization 
on a surface.  Pelmenschikov et al. (2001) looked at the impact of self-healing on silica 
surfaces, but this has not been investigated for aluminosilicate or borosilicate glasses. 
 

(4) Nangia and Garrison (2008) used the density of protonated and deprotonated quartz 
surface sites derived from bulk surface titration data and the use of a continuum surface 
complexation model to determine dissolution rates over a pH range of 2-12.  While this is 
a sensible approach, strict “upscaling” would require that the density of protonated and 
deprotonated surface sites also be derived from molecular-scale data or calculations. 

 
Based on these observations, two areas for further analyses have been identified as primary gaps. 
 

i. Calculate the protonation and deprotonation of different types of surface sites on glass 
surfaces using ab initio molecular dynamics calculations. Ab initio MD calculations have 
been used to calculate the pKa’s for different quartz surface sites (Leung et al. 2009).  
The calculated results were interpreted by comparison to surface titration data over a pH 
range collected using second harmonic generation spectroscopy (Ong et al. 1992).  
Similar methods could be used to investigate the protonation and deprotonation of 
different types of surface sites on glass surfaces.  These ab initio MD calculations would 
need to be performed in combination with potentiometric titrations, vibrational and 
nuclear magnetic resonance (NMR) spectroscopies, and neutron scattering to fully study 
the glass-water interface.   

 
ii. In addition, the use of ab initio MD to calculate reaction paths and activation energy 

barriers for the hydrolysis of bridging oxygen bonds may improve upon the use of 
molecular clusters.  This approach would allow the calculation of reaction paths that 
invoke the cooperative behavior of numerous water molecules in the dissolution process.   

 
3.3.3. Classical Molecular Dynamics (MD) Models 
 
Nangia et al. (2007) studied 40 unique hydroxylated ß-cristobalite surfaces generated by cleaving 
the ß-cristobalite unit cell along crystallographic planes.  These surfaces are characterized by 
different ratios of Q1Si, Q2Si, and Q3Si as well as different surface topologies.  Using classical 
MD simulations, H-bonding between the surface groups and between these groups and an 
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overlying monolayer of water was investigated. Because of different surface topologies, two 
distinct Q3Si sites were defined.  Stable H2O monolayers formed on some crystal surfaces but not 
on others.   Argyris et al. (2008) investigated two slices through the (111) ß-cristobalite surface 
with different hydroxyl surface density and therefore different degrees of hydrophobicity.  Their 
results suggest that the first layer of water molecules at these surfaces are largely oriented 
hydrogen-down, and that the orientation of the second layer of water on the surface is dependent 
on the orientation of the first through hydrogen bonds.  A second study by the same group 
(Argyris et al. 2009) studied one ß-cristobalite surfaces with three different degrees of 
hydroxylation.  The structure of the first few layers of water overlying the silica surface differs 
depending on the degree of hydroxylation. 
 
Du and de Leeuw (2006) used classical MD simulations to investigate hydration, dissolution, and 
nucleation processes at a quartz surface in water.  From their investigation of quartz-water 
interactions, these researchers concluded that silica dissolution is an endothermic process, and 
that dissolved Si(OH)4 would remain near the surface and readily re-attach to the surface.    
 
Numerous classical MD simulation studies have been performed to  model glass structures and to 
examine the diffusion of ions in glass with time (Cabaret et al. 2001; Cormack et al. 2002; Du 
and Cormack 2004; Ganster et al. 2007; Pedone et al. 2006; 2008; Tilocca et al. 2006; 2007; 
Yuan and Cormack 2001).  Some of these studies combine calculations with structure analyses.  
For example, Cabaret et al. (2001) studied medium range structure of borosilicate glasses with Si 
K-edge X-ray absorption near edge structure (XANES) spectra along with classical MD.  Du and 
Cormack (2004) compared the calculated structure of sodium-silica glasses to neutron 
diffraction, extended X-ray absorption fine structure (EXAFS), and NMR data.  Ferlat et al. 
(2006) examined the local environment of Zr in a borosilicate glass by combining MD 
simulations with Zr K-edge X-ray absorption spectroscopy (XAS) measurements. These types of 
comparisons are also used to improve the force field models for glass systems. Ganster et al. 
(2007) compared calculated structural and vibrational properties of a calcium aluminosilicate 
glass calculated with classical force fields and first-principles.  Ispas et al. (2010) combined 
classical and Car-Parrinello MD simulations to investigate the structural properties of lithium 
tetrasilicate glass.  The calculated structures were compared to experimental data concerning 
bond lengths and 29Si MAS NMR spectra.  The surface structure and hydroxylation of silica 
glass structures have also been studied using classical MD simulations (Du and Cormack 2005).  
 
Glass surfaces will be less ordered than crystal surfaces and, to our knowledge, H-bonding 
between surface groups or between glass surfaces and overlying water layers has never been 
investigated in detail with classical MD.  Cruz-Chu et al. (2006) developed a force field 
specifically for amorphous silica, but used contact angle information to evaluate the force field’s 
capability to reproduce silica-water interactions.  Car-Parrinello MD simulations and structural 
optimizations were used by Tilocca and Cormack (2008) to investigate the surface of a 
phosphosilicate glass and determine whether associative or dissociative adsorption of water 
occurs on the surface.  Zeitler and Cormack (2006) investigated the interaction of water with 
bioactive glass surfaces. 
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3.3.4. Kinetic Monte Carlo (MC) Models for Dissolution 
 

Nangia and Garrison (2010b) have also started to use a kinetic MC approach to study the overall 
rate of dissolution and identify the intermediate species that have significant contribution of the 
dissolution process.  In this approach, the master equation for the system is constructed from the 
rate equation of constituting reaction pathways.  These equations result in a collection of coupled 
differential equations that are solved to obtain the time-propagation of the entire system.  The 
solution of these equations gives the concentration of chemically active species as a function of 
time.  One of the earliest stochastic kinetic MC approaches was developed by Gillespie (1976) 
for a two component system.  This method can easily be extended to multicomponent systems. 
 
The kinetic MC method assumes a priori knowledge of the reaction pathways and the 
corresponding rate constants.  It also assumes that the initial concentrations of all the active 
chemical species are known. The first step of the kinetic MC procedure involves calculation of 
all the reaction rates from the rate constants and initial concentrations.  The cumulative reaction 
rate is obtained by summing over rates of individual reactions obtained in the previous step.  
Then a reaction is selected using a random number such that the probability of selection is 
directly proportional to the rate of that reaction.  The selected reaction is carried out by updating 
the concentrations of all the active species involved in the reaction according to their respective 
stoichiometry.  The time step for this process is computed from the cumulative reaction rate and 
a random number between 0 and 1 using the following expression: 
 

ݐ∆ ൌ  െ
୪୬௨

ோ
             (3.3.6) 

 
where R is the cumulative reaction rate, and u is a uniform random number between 0 and 1.  
The rates of all the reaction are then updated and the procedure is repeated.  As the simulation 
progresses, the concentration of various chemical species and the chemical rates can be 
monitored as a function of time.  The scheme used by Nangia and Garrison (2010b) was 
developed by Dooling and Broadbelt (2001). 
 
Nangia and Garrison (2010b) applied kinetic MC on a 10Å quartz crystallite embedded in a 
cubic box of water of 50Å dimension.  The rate constant values for kp, kn, and kd were 6.6 x 10-1, 
6.5 x 10-15 and 8.9 x 10-5 calculated in Nangia and Garrison (2008) which is discussed in Section 
3.1. The simulations were carried out in the pH range 4-8. The preliminary kinetic MC 
calculations on the crystallite result in a log(dissolution rate) that is within one order of 
magnitude with previously reported results.  Nangia and Garrison plan to extend this method to 
include more topological information (i.e., Q1, Q2, and Q3 surface sites). 
 
3.3.5. Stochastic Monte Carlo (MC) Models for Dissolution 
 
MC methods are based on probabilities.  The idea is that by repeating a stochastic process many 
times, one gets a clear average.  MC methods can be applied to solve the mathematics of TST 
and study reaction kinetics.  For example, consider the simple chemical reaction: 
 

A + B  C*  D     (3.3.7) 
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where the reactants A and B are forming the activated complex C*, which converts to the 
product C.  The kinetics of this equation is described by the probability P+ to transform A + B 
into D and the probability P- for the reverse reaction.  At every time step, the MC method 
consists of transforming neighboring (A, B) to D particles with probability P+.  Simultaneously, 
all D particles are transformed into A and B particles with the probability P-.  This stochastic 
approach is a convenient approach to investigate the reaction kinetics of complex systems with 
several reactions and geometrical constraints (Aertsens and Ghaleb 2001). 
 
Quartz 
Most MC simulations used to investigate silica and aluminosilicate dissolution have focused on 
natural crystalline minerals.  Nonetheless, the approaches used, the issues addressed, and many 
of the calculated results are directly applicable to amorphous silica and aluminosilicate glass 
dissolution.  Nangia and Garrison (2009) developed a new MC algorithm to study the interplay 
between dissolution and precipitation reactions for quartz (SiO2). The goal of the research was to 
understand how the local arrangement of reactive sites and surface topology impacted 
dissolution.  Two possible mechanisms were tested for dissolution at neutral pH conditions.  The 
mechanism that reproduced the experimentally-observed steady-state dissolution of the quartz-
water system was defined as stepwise dissolution.   The flow chart for stepwise dissolution is 
depicted in Figure 3-10.  In this approach, only one Si-Obr-Si bond is hydrolyzed at each MC 
step.   
 
A protocol was developed to simulate a chemically realistic dissolution process.  This protocol 
for bond hydrolysis requires knowledge of the Qi numbers of the selected Si site and its 
neighboring Si sites.  In the case of Q2 and Q3 sites with more than one Si-Obr-Si bond, it is more 
efficient to hydrolyze the bond with the least coordinated neighbor. For back reactions, the 
protocol is very general and picks precipitation sites stochastically, allowing both surface 
precipitation and polymerization in solution.  Simulations invoking Q1-dissolution, Q1Q2-
stepwise, and Q1Q2Q3-stepwise mechanisms all resulted in steady-state dissolution.  They all 
yielded approximately the same Q0 (H4SiO4) fraction in solution and the Q4 bulk species fraction 
attained a nearly constant value.  The Q2 and Q3 hydrolysis events were compensated by the 
backward precipitation reactions and did not contribute to the formation of H4SiO4.  The amount 
of silicic acid in solution at steady-state depends on the number of initial Q1 sites.  This result 
does not correspond to a thermodynamic solubility product.  However, it may suggest that after 
the removal of Q1 sites, dissolution will be extremely slow. 
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(after Nangia and Garrison 2010a) 

 
Figure 3-10.  Flowchart for steps involved in the stepwise dissolution algorithm. 

 
 
The MC approach used combines reactive MC (Smith and Triska 1994; Johnson et al. 1994) for 
incorporating reactions and configurational bias MC (Siepmann and Frenkel 1992) to allow for 
the interchange of bulky surface groups with several water groups.  To describe reactions where 
bonds are broken and formed, it is impossible to use an MC method that preserves the identity of 
the molecules in the system.  Reactive MC conserves the number of atoms in a system and not 
the identity of individual molecules.  According to Nangia and Garrison (2009), the forward 
dissolution for the silica-water system leads to the consumption of one water molecule per 
formation of an aqueous silicic acid molecule in bulk water, and the back precipitation reaction 
leads to the formation of water and the bridging of the free silicic acid back onto the mineral 
surface or polymerization in solution.  The configurational bias MC technique provides an 
approach to carry out simulations of systems that involve components with very dissimilar 
densities and molecular structures.  The Fueston-Garofalini potential energy function was used to 
simulate silicate-water interaction (Feuston and Garofalini 1990).  This approach was used again 
by Nangia and Garrison (2010a) to investigate how the intrasurface hydrogen bonding on ß-
cristobalite surfaces impacts dissolution.  The results suggest that hydrogen bonding of surface 
sites can change the preferential dissolution of Q1Si over Q2Si and Q3Si.  
 
 
 



36 

Feldspar 
Lasaga and Luttge (2003; 2004a) introduced a general MC kinetic model for crystal dissolution 
that explicitly tracks all the various atoms in the crystal structure as part of the reaction 
mechanism.  The model is based on a many-body reaction mechanism.  It is built from both 
elementary reactions, i.e., bond-breaking and forming, and basic reactions, i.e., dissolution of 
surface units, adsorption and incorporation of solution units, and the mobility of units at the 
crystal surface.  In Lasaga and Luttge (2004a), the theory is developed in detail for a crystal with 
a simple AB structure (e.g., halite), then, in Lasaga and Luttge (2004b), the theory is developed 
for the dissolution of an A3B structure that is a cubic analogue for the more complex feldspar 
tetrahedral structure.  In later papers, the theory is expanded to model the feldspar solid solution 
series. 
 
The model uses a probabilistic approach to describe bond breaking and formation at a crystal 
surface.  Lasaga and Luttge (2004a) define a basic reaction as the removal of a tetrahedral Si or 
Al group or unit from a feldspar structure.  The basic reaction is a summation of their elementary 
reactions, and the probability of the basic reaction is a convolution of the probabilities of the 
elementary reactions that contribute to it. Lasaga and Luttge (2004a) start by supposing that the 
total number of A-A bonds on a reacting surface is  ஺ܰ஺, and that the total number of broken A-A 
bonds on the surface is ஺ܰ஺

௕௥௢௞௘௡.  Then at steady state, 
  

ேಲಲ
್ೝ೚ೖ೐೙

ேಲಲ
ൌ   ௞ష

௞శ
      (3.3.8) 

 
where ݇ି and ݇ା are the rate constants for the breaking and formation of an A-A bond.  If only a 
few bonds are broken at any one time, then ஺ܰ஺ ~  ஺ܰ஺

௧௢௧ ~ ܿݐ݊ܽݐݏ݊݋, and the probability that any 
given A-A bond is broken is given by 
 

஺ܲ஺ ൌ  
௞ష
௞శ

      (3.3.9) 

 
The rate of dissolution of units with n bonds will depend on the number of A-units with n bonds 
on the surface ௡ܰ

஺.  It will also depend on the probability that all n bonds are found broken at the 
same time: 
 

݁ݐܴܽ ݊݋݅ݐݑ݈݋ݏݏ݅ܦ ൌ ሺ ஺ܲ஺ሻ௡ ௡ܰ
஺, or ܴܽ݁ݐ ൌ ቀ௞ష

௞శ
ቁ
௡

௡ܰ
஺     (3.3.10) 

 
The individual rate constants, for breaking or forming an A-A bond are elementary rate 
constants; therefore, it can be shown that the ratio of the rate constants obeys the TST relation, 
  

ቀ௞ష
௞శ
ቁ ൌ ݁∆ா/௞்       (3.3.11) 

 
where ∆ܧ is the energy difference between the bond and broken-bond states, k is the 
Boltzmann’s constant, and T is temperature.  A significant difference between the MC approach 
and the TST approach describing dissolution is that the activation energy for the overall basic 
dissolution reaction of a unit with n bonds, ܧ௔௖௧

௡  does not reflect the activation energies needed to 
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break individual bonds, but the number of bonds, n, and the energy difference between an 
original bond and a broken bond 
 

௔௖௧ܧ
௡ ൌ  (3.3.12)       ܧ∆݊

 
This is also true of the stochastic MC approach used by Nangia and Garrison (2008) for quartz. 
The activation energy barriers for individual bond-breaking and making are not considered in the 
overall basic dissolution model.  Because all rates or probabilities in a MC treatment need to be 
tied to some time scale, a general frequency factor, ν, is introduced for bond-breaking. The 
change in energy, ∆ܧ for one bond is labeled Φ and the dissolution rate of blocks with n bonds is 
given by  
 

݇௡ି ൌ ௡Φି݁ݒ ௞்⁄      (3.3.13) 
 

The frequency factor ν is determined from experimental data and ultimately the exact meaning of 
Φ and its size need to be determined through ab initio calculations. 
 
As an example, for a surface site with 3 bonds at the AB surface, the rate of arrival k+ at 
equilibrium is given by: 
 

݇௘௤ା ൌ ݇3
ି ൌ 3Φି݁ݒ ௞்⁄      (3.3.14) 

 
If the concentrations of species in solution are not equilibrium concentrations, then 
  

௖ಲ
௖ಲ,೐೜

ൌ ݁∆ఓಲ ௞்⁄  and  
௖ಳ
௖ಳ,೐೜

ൌ ݁∆ఓಳ ௞்⁄     (3.3.15) 

 
The rate of arrival of A- and/or B-atoms at the surface depends on the concentration of A- and B-
atoms in solution at the surface.  Then, the final expression is: 
  

݇஺
ା ൌ 3Φି݁ݒ ௞்⁄ ݁∆ఓಲ ௞்⁄      (3.3.16a) 

 
݇஻
ା ൌ 3Φି݁ݒ ௞்⁄ ݁∆ఓಳ ௞்⁄      (3.3.16b) 

 
In this example, both A and B have the same type of surface site and the same related energetics 
(3Φ).  The arrival rates of A- and B-units to the surface are not coupled in this model.  The rate 
at which either unit A or B arrives at the surface is dictated by the concentration of A or B in 
solution (ΔµA and ΔµB).   
 
Lasaga and Luttge (2004a) also introduce a rate constant to describe the diffusion of atoms (i.e., 
Q1 surface species) along a crystal surface during dissolution: 
 

݇௔ௗ ൌ ாೌ೏ି݁ݒ ௞்⁄      (3.3.17) 
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The pre-exponential frequency factor for surface diffusion is assumed to be the same as for 
dissolution. The surface diffusion rate for a surface species with nlat lateral bonds in the simple 
AB-case is: 
 

݇ௗ௜௙௙ ൌ ாೌ೏ି݁ݒ ௞்⁄ ݁ି௡೗ೌ೟Φ ௞்⁄      (3.3.18) 
 
In summary, Lasaga and Luttge (2004a) demonstrate that the overall dissolution rate can be 
defined as a statistical average of basic processes over time and over an entire surface. The 
“basic reactions” in the statistical dissolution process of Lasaga and Luttge (2004a) consist of the 
arrival or departure of individual molecular units.  The activation energy for crystal dissolution 
reflects the energy difference, ΔE, between hydrated bonds and hydrolyzed broken bonds – not 
the activation energies for individual bond-making and breaking elementary reactions.  
 
One outcome of this model is that the individual attachment and detachment processes become 
coupled and give rise to the solubility product as the main control over the dissolution rate near 
equilibrium.  This suggests that the model can describe dissolution rates both near and far from 
equilibrium.  Lasaga and Luttge (2005) investigate how the solubility product arises from the 
coupling that occurs between the concentration in solution and the distribution of surface sites, 
using albite as an example: 
 

ଷ଼ܱ݈݅ܵܣܽܰ ൅ ଶܱܪ8 ՞ ܰܽା ൅ ሻସܪሺܱ݈ܣ
ି ൅ ସܵ݅ܪ3 ସܱ    (3.3.19) 

 
௦௣ ൌܭ ܽே௔శ ܽ஺௟ሺைுሻరష ܽுరௌ௜ைర

ଷ     (3.3.20) 
 
To illustrate the kinetic approach, Lasaga and Luttge (2005) use a crystal-based reaction 
mechanism to justify the growth or dissolution of a simple feldspar-like layer and derive the 
solubility product from kinetics: 
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The first term is the rate of arrival of Al atoms at Si1 kink sites, thereby producing an Al kink. Si1 
kink sites are the only sites where Al atoms can attach to the structure (see Figure 3-11). The 
parameter ݇஺௟

ט   is the attachment rate constant for Al atoms from solution which depends on CAl.   
 
Similar equations are used for ௌܰ௜ଵ

௞ , ௌܰ௜ଶ
௞ , ௌܰ௜ଷ

௞ ,  where Al atoms can attach to Si1 sites, Si1 are 
attached to Si2 sites that neighbor Si1 and Si3 sites, and Si3 sites are next to Al kink sites:  
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(A) The four coordinated framework is displayed in two dimensions. The AlSi3 stoichiometry is 
representative of the feldspar series.  The reactive surface shown consists of all Q2 sites requiring two 
new bonds to attach a new unit.   
 
(B) Surface in (A) after reaction with a fluid. The reactive sites grow (or dissolve) quickly to produce new 
surfaces.  
 
(C) A diagonal face of the model crystal which grows or dissolves in an orderly step-controlled fashion. An 
Al kink site is shown. Note the different kink sites produced by the removal of the Al kink atom and 
subsequent Si atoms along the step. These kink sites are labeled Al, Si1, Si2, and Si3. 
 

(after Lasaga and Luttge 2005) 
 

Figure 3-11.  Simplified model of a dissolving feldspar surface. 
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The overall dissolution rate (ODR) is obtained from the net difference between attachment and 
detachment of the various atoms to the surface kink sites: 
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௞ ሻ     (3.3.23) 

 
The energy change needed to rupture a Si-O-Al bond is φSiAl. Because an Al atom in an Al kink 
site has two Si-O-Al bonds, the detachment rate ݇஺௟

ି  is given by: 
 

݇஺௟
ି ൌ  ଵ݁ିଶ஦S౟Aౢ/୩T      (3.3.24)ݒ

 
where ݒଵis a frequency parameter, related to the time scale, and in general obtainable from 
experiment.  
 
The Al attachment rate depends on the average kink site in the crystal structure and the solution 
concentration. Therefore, 
 

݇஺௟
ା ൌ ଵ݁ିଶ஦S౟Aౢ/୩T݁∆ఓಲ೗ݒ ௞்

⁄       (3.3.25) 
 
Continuing with this analysis, the final expression for the overall rate becomes: 
 

݁ݐܴܽ ൌ ௧ܰ௢௧
௞ ସ

ௌ
݇஺௟
ି ݇ௌ௜భ

ି ݇ௌ௜మ
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ି ሺ1 െ ݁∆ீ/ோ்ሻ   (3.3.26) 

 
where ௧ܰ௢௧

௞  is the total number of kinks on the surface, S is a function of all the attachment and 
detachment rate constants, and ∆G = 3∆ߤௌ௜ ൅    .஺௟ߤ∆
 
The significance of the ΔG term in Equation 3.3.26 is that it shows that ΔG controls the rate as 
equilibrium is approached, such that the Rate  0 as ΔG  0.  Using this expression, Lasaga 
and Luttge (2005) successfully analyzed the data for Al inhibition of the K-feldspar dissolution 
rate of Gautier et al. (1994) and also provided a fundamental justification for product-like 
phenomenological rate laws. 
 
Continuing with this model, Zhang and Luttge (2007) examined the role of (Al, Si) disorder on 
the kinetics of albite dissolution. Two different dissolution mechanisms – multilayer leaching 
and single-layer retreat – were tested on 48 albite configurations.  In simulations involving 
multilayer leaching, dissolution rates increased with decreasing long-range order.  A fivefold 
increase in dissolution rate tied to (Al, Si) disordering was simulated.  This increase is 
comparable to that accompanying a decrease of 1.4 pH units at pH 1-5.  This rate increase due to 
disordering in albite is also similar to that observed from compositional variation in plagioclase 
feldspars (An47 vs. An0) at low pH.  In contrast, (Al, Si) disordering had no discernible effect 
during the simulations involving the single-layer retreat mechanism.  These results suggest that 
the effect of (Al, Si) disorder on albite dissolution rate is mechanism dependent.  Zhang and 
Luttge (2008) used stochastic modeling to compare experimental results regarding the saturation 
state dependence of the dissolution rate, aluminum inhibition, and surface chemistry evolution.  
The model shows that inhibition of Si atoms in solution governs the kinetic effects relatively 
close to equilibrium, while the inhibition of Al atoms in solution controls the kinetic effects at 



41 

far-from-equilibrium conditions.  The stochastic approach also suggests the appearance of an 
alteration silica-rich gel layer on the aluminosilicate surface as dissolution progresses.  
 
In Zhang and Luttge (2009), the more rapid dissolution of Ca-rich feldspars relative to Na, K-
rich feldspars is examined.  This more rapid dissolution has been attributed to the preferential 
leaching of Al deep within the feldspar structure by some investigators.  However, evidence from 
surface microanalysis (e.g., Hellmann et al. 2003), shows that preferential dissolution of Al is 
confined to the top layers of the feldspar lattice and that the amorphous surface layer most likely 
results from precipitation versus dissolution.  Using stochastic MC simulations, two different 
dissolution mechanisms are tested using compositions representing the entire plagioclase solid 
solution series.  The first dissolution mechanism involves preferential leaching of Al.  The 
modeling shows that the influence of (Al, Si) disorder on the dissolution rate is significant. At a 
fixed composition, an increase in (Al, Si) disorder results in an increased dissolution rate that is 
composition dependent.  In the second set of simulations, Al removal is confined to the top 
surface layers.  A variety of feldspar configurations with different (Al, Si) disorder but a single 
fixed composition are calculated to have similar dissolution rates.   The dissolution rate of Ca-
rich (anorthite-rich) feldspars departs positively from its log-linear relationship around An80 
which is in good agreement with experimental studies.  Subsequent modeling results of Al 
inhibition, ΔG dependence, and formation of altered surface layers are all comparable with 
experimental investigations, suggesting that an interfacial dissolution-reprecipitation mechanism 
governs the dissolution of plagioclase feldspars. 
 
Generic and Nuclear Waste Glass 
MC simulations were also done by Bandstra and Brantley (2008).  These researchers focused on 
examining the possible effects of surface evolution by simulating surface area and dissolution 
rate as a function of time and ΔGrxn for a simple model – a binary random Markov field – where 
complexities normally associated with detailed reaction mechanisms have been removed so that 
the resulting behavior is entirely caused by surface evolution.  The model consists of a simple 
periodic crystal structure that constrains the topography of the surface.  Dissolution reactions are 
stochastic processes with probabilities uniquely determined by the local compositional 
environment of a given surface site.  Information on the local arrangement of atoms on the 
surface is used to determine the number of bridging neighbors and based on this number the 
dissolution and precipitation probabilities are calculated.   The dissolution process is reversible 
via precipitation reactions whose probabilities are determined by both the local compositional 
environment of the reaction site and the saturation state of the solution (i.e., free-energy of 
reaction ΔGrxn).  The minerals contain one- and two-dimensional defects (i.e., dislocations and 
grain boundaries) where dissolution and precipitation reactions are more likely. Based on these 
features, the two-dimensional system shows that mineral surfaces reach a steady-state 
conformation with time.  Several surface conformations were studied and it was found that each 
surface evolved to an equilibrium conformation as a function of time.  Initial surface roughness 
disappeared as steady-state was achieved. 
 
MC simulations have also been considered specifically for nuclear waste glass dissolution.  
Aertsens (1999) specifically applied a MC method to investigate the dissolution kinetics of a 
simplified glass and compare the results to the linear Grambow rate law (1987).  He linked the 
macroscopic parameters in the Grambow rate law to the microscopic parameters in the MC 
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dissolution model and concluded that a linear, congruent model of glass dissolution was 
insufficient. 
 
3.3.5.1  Differences, Gaps, and Uncertainties 
 
The MC techniques discussed above have not yet been implemented for glass dissolution studies, 
but could provide a very useful to way to incorporate a database of activation energies for bond 
breaking between different glass components and introduce actinides and radionuclides into the 
glass structure.  The use of stochastic and kinetic MC approaches to study aluminosilicate 
dissolution is relatively new.  The stochastic MC approach has been used successfully to model 
the dissolution of several different feldspar minerals.  In each study, several different scenarios 
are tested and compared to experimental results.  It would be useful to evaluate these scenarios 
for aluminosilicate glasses of different compositions, and extend this approach to 
multicomponent nuclear waste glasses.  At this point it appears that Nangia and Garrison (2010a) 
are the first to start developing a kinetic MC approach to study silica dissolution processes.  
These MC approaches look very promising for bridging the atomistic and continuum scales, 
particularly because they can be used to reproduce both near- and far-from equilibrium 
dissolution and the start of gel layer formation on an aluminosilicate surface.  One area of 
research to consider is how this approach can be used to more fully describe gel layer formation 
and whether it can be extended to include calculations of gel layer porosity.  It should be pointed 
out that the MC methods are used to test different conceptual models for dissolution by 
comparison against experimental data.  Therefore, the predictive capabilities of the approach 
strongly depend on the validity of the embedded conceptual model.  Nonetheless, these 
approaches look very promising for investigating multicomponent nuclear waste form 
dissolution processes.   
 
3.3.6. Modeling Mesoscale Effects on Glass 
 
A number of additional issues related to the glass physical configuration and chemical 
composition provide further potential gaps to be addressed. Researchers have been studying the 
dissolution of aluminosilicate minerals and glass for decades now, but have not studied as 
extensively the impact of mixing nuclear waste into the glass on nuclear waste form lifetime and 
corrosion processes. Grambow (2006) points out that commercial high-level waste immobilized 
in the glass is composed of over 30 different nuclear fission and activation products, as well as 
minor actinides generated by neutron capture reactions. A number of these radionuclides have 
long half-lives, creating the need for long-term isolation.  Radionuclides like 137Cs/137mBa and 
241Am remain important heat sources for hundreds to thousands of years.  The fracturing of glass 
blocks during cooling after pouring leads to additional fractures and surface area increases of as 
much as 50 times greater than the external surface area. Volcanic glasses persist in natural 
environments, with little evidence of devitrification to crystalline phases and nuclear waste 
glasses are also unlikely to devitrify in the temperature range (< 450oC) envisioned for interim 
storage, transport and disposal, but may undergo processes that generate fresh fractures and 
additional surface area. 
 
Verney-Carron et al. (2010) coupled glass alteration models with diffusive transport in solution 
to simulate alteration in cracks within a fractured block of Roman glass that has been altered for 
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1800 years on the sea floor.  External cracks in direct contact with seawater were more altered 
than internal cracks (by 1 to 2 orders of magnitude). The alteration of the internal cracks shut off 
because of the strong coupling (negative feedback) between alteration chemistry and transport in 
the cracks.  The archeological glass has a cracking factor of 86 ± 27 (i.e. the surface area 
developed by the cracks is 86 times greater than the geometric surface) and a total of 12.2 ± 
4.1% of the glass is altered (Verney-Carron et al. 2010).  However, only the external cracks alter 
at what may approximate a constant rate.  The internal crack network (responsible for the major 
fraction of the reactive surface area) is altered at a rate that decreases over time. Over longer time 
periods the discrepancy between the alteration kinetics of the external and internal cracks should 
increase and the contribution of the internal cracks to the overall alteration should decrease 
accordingly.  At present nuclear glass models used for performance assessment assume that the 
amount of altered glass will remain proportional to the initial surface of the glass blocks 
(including internal cracks) until complete alteration is reached (e.g., Gin et al. 2005). Based on 
Verney-Carron et al. (2010) this assumption probably overestimates the true extent of alteration. 
 
Another issue is the possibility of rapid diffusion and loss of radionuclides from the glass even 
under dry conditions (Grambow 2006).  Solid-state tracer diffusion coefficients of Sr and Cs in 
borosilicate glass extrapolated to the upper limit of disposal temperatures (<100oC in many 
repository systems) are too slow for any significant mobility even over millions of years 
(Grambow 2006).  If suitable cast-iron overpacks (ANDRA 2005) are used, glass-groundwater 
contact during the time interval over which the waste form remains hot will not occur. 
 
While Grambow (2006) discusses current repository and waste form concepts, Weber et al. 
(2009) develops ideas for the wastes that would be generated by recycled nuclear fuel.  
Recycling nuclear fuel would greatly reduce the volume and activity of nuclear waste needing 
geologic disposal prior to complete decommissioning.  Waste streams that might require separate 
waste forms include (1) the fission product 99Tc (half-life of 2.1 x 106 years), (2) heat-generating 
isotopes 137Cs and 90Sr (half-lives of 30.2 and 28.8 years, respectively); (3) lanthanides; (4) 
minor actinides (half-lives from 10 to 106 years); (5) the remaining fission products (half lives 
from 1 to 107 years); (6) the volatile radionuclides 3H, 129I, 14C, Xe and Kr (half-lives from 10 to 
107 years); and (7) the undissolved solids from fuel dissolution.  
 
Self radiation from radionuclide decay can affect the microstructural evolution, phase stability, 
and thermodynamic properties in waste forms.  The principal sources of radiation in HLW are -
decay of the fission products (e.g., 137Cs and 90Sr) and a decay of the actinide elements (e.g., U, 
Np, Pu, Am, and Cm). Beta-decay produces energetic particles (~0.5 MeV), low-energy recoil 
nuclei, and -rays; whereas -decay produces energetic -particles (4.5-5.5 MeV), energetic 
recoil nuclei (70-100keV), and some -rays.  These particles and -rays interact with solids 
primarily through energy transfers to electrons through ionization processes, producing electron-
hole pairs, or to atomic nuclei through elastic collisions, displacing atoms to produce defects.  In 
general, -decay of the short-lived fission products is the primary source of radiation (and heat 
generation) from HLW during the first 600 years of storage.  Because of the long half-lives of 
the actinides and their daughter products, -decay is dominant at longer times. 
 
Based on years of radiation-effects research on nuclear waste forms, only radiation effects from 
actinides and the fission products Cs and Sr are expected to be of major concern.  In actinide-
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bearing waste forms, helium atoms formed from -particles must be accommodated.  For high 
actinide loadings, the He concentrations can become quite high (>1%) and difficult to 
accommodate within both glass and ceramic structures.  In glass waste forms, at the ambient 
temperature expected over the decay times for actinides, the effects of -decay are generally 
small. There are small changes in stored energy, structure and volume with decay, but for the 
most part glasses generally do not exhibit significant changes in chemical durability.   
 
The proposed use of separate Cs/Sr waste forms would allow for interim storage over several 
hundred years.  Because of desired high waste loading, Cs/Sr waste forms will be subject to 
significant self-heating (up to 1000oC) and high ionization and transmutation rates. The 
cumulative ionization dose projected for Cs/Sr waste forms is higher than in commercial HLW 
glass.  At these doses and temperatures, many materials undergo decomposition, phase 
separation and bubble formation.  Developing predictive models and validating such an approach 
will require a fundamental understanding of ionization effects and the coupling of electronic 
excitations to atomic dynamics.  However, the intent is to allow for waste form cooling during 
storage prior to disposal in a nuclear waste repository (Weber et al. 2009).  
 
Radiation effects on specific surface characteristics and on dissolution processes have not been 
well studied at the molecular level.  However, it is anticipated that these effects will accelerate 
dissolution by breaking local bonds, increasing surface areas, and modifying reaction paths.  This 
is a topic that requires more investigation. 
 
3.3.7. Experimental Validation of Molecular Models 
 
Several methods may be used to help determine reaction mechanisms. Experiments determining 
rate laws, activation energies, or isotope exchange kinetics provide insight into steps along the 
reaction path.    Spectroscopic studies can elucidate the structure of intermediate species, which 
provide clues to the reaction mechanism (Kubicki 2008). 
 
Many reaction rates are conditional on the experimental setup. Extrapolation to the field is 
challenging because degradation rates observed in the field tend to be much slower than in the 
laboratory.   By identifying the rate-determining species and the activated, or transition state, 
complex, one can determine which factors may play a key role in constraining the reaction rate 
in the field. The difference in free energy between the reactants and a transition state complex is 
the key controlling factor in the overall rate of reaction, for simple elementary reactions.  The 
recent development of femtosecond laser spectroscopy has allowed identification of species that 
can be realistically called transition state complexes (e.g., Gilijamse et al. 2005; Abramczyk et 
al. 2006). Application of these techniques might be useful to examine key reactions in nuclear 
waste glass dissolution. 
 
3.3.7.1  Methods for Determining Mechanisms  
 
Ideally, a glass dissolution rate law would reflect the elementary rate-controlling step of the 
reaction and the mechanism would be fairly clear from this determination alone.  However, in 
complex geochemical reactions, comprised of numerous elementary steps, the reactant and 
product concentrations may be a function of unknown and unmeasured species not represented in 
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the rate law.  Species not included in the overall reaction may control the reaction rate.  
Experiments that measure rates over a range of temperature can be used to calculate overall 
activation energies. These activation energies provide clues as to the rate-determining step of the 
reaction.  For example, the activation energies for breaking covalent bonds are on the order of 
100s kJ/mol while diffusion of H2O through minerals requires 10s kJ/mol. A given activation 
energy does not indicate a unique bond breaking mechanism (Kubicki 2008).  
 
Isotopic tracers can identify atom types in a reaction.  Labeling certain reactants with enriched 
isotopic values can be valuable in recognizing important steps of the reaction mechanism.  NMR 
kinetic studies using isotopically labeled species can be used to follow steps in aqueous exchange 
reactions (e.g., Yu et al. 2003; Lee and Stebbens 2003). 
 
Complex reactions consisting of numerous steps may result in the formation of reactive or 
metastable intermediate species.  These species may be amenable to identification via 
spectroscopic techniques and can help constrain important steps with the reaction pathway.  For 
example, mineral and glass surfaces resulting from dissolution experiments (Hamilton et al. 
2001) were analyzed using 1H 27Al Cross-Polarization Magic-Angle Spinning Nuclear Magnetic 
Resonance (CP-MAS-NMR) spectroscopy (Tsomaia et al. 2003).  This technique enhances the 
signal of surface Al atoms over those in the bulk because only Al atoms with connections to H 
atoms are observed.  NMR spectra of bulk feldspar samples detected only tetrahedral Al, but an 
NMR peak due to octahedral Al species connected to OH or OH2 groups on the surface of the 
glass was observed in CP- MAS-NMR spectra.  Subsequently, Criscenti et al. (2005) suggested 
that formation of octahedral Al could be part of the dissolution mechanism because hydrolysis of 
[6]Al-O-Si linkages should require less energy than [4]Al-O-Si linkages based on bond 
length/bond strength arguments.  Calculated 27Al NMR chemical shifts of [6]Al linked to three 
silica tetrahedral were in agreement with the measured values indicating that the coordination 
change could occur in situ on the mineral surface.  Recent transmission electron microscopy 
work of Hellmann et al. (2003) has been interpreted to suggest that this tetrahedral to octahedral 
coordination change may occur in the near-surface solution and then reprecipitate on the surface.  
 
3.3.7.2  Measuring Changes in Surface Topography, Chemistry, and Structure 
 
An overview of experimental techniques that can be used to quantify surface topography is 
provided by Luttge and Arvidson (2008).   One method used to measure the dynamics of surface 
dissolution is atomic force microscopy.  AFM is a high-resolution imaging technique that can be 
used to track the motion of monomolecular steps in situ, as a function of solution composition in 
a flow-through environment.  It is the collective motion of steps on the surface that accounts for 
the macroscopic behavior observed in a given solution and it is at this scale that gaps in our 
understanding of the bulk system may be most directly addressed.  The small length-scale of 
observation has the added advantage that changes in solution chemistry are immediately 
detectable at the surface, reducing measurement acquisition times and maximizing the precision 
by which solution chemistry can be controlled. 
  
Interferometry is another surface topography technique that can provide data over a wide range 
of length scales. Mirau or Michaelson interferometric techniques can be used to quantify surface 
topographies at the nm – cm scale.  Luttge et al. (1999; 2003) and Luttge (2004) introduced 
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vertical scanning interferometry and its application to mineral dissolution and growth.  High 
vertical resolution at the Å – nm scale is achieved by adding a piezoceramic to the interferometer 
for a z-scan of the sample.  The lateral resolution depends on the Mirau objective used. The field 
of view is generally larger than for an AFM; a surface area of almost 1 mm2 and up to 20 µm of 
surface relief can be quantified in several seconds. The measurements of surface-normal height 
changes can be converted directly into dissolution or growth rates and averaged over the entire 
solid surface. This leads to a rate constant that is independent of any external measurement of the 
surface area.  One scan provides typically up to 100,000 height data points.  These types of data 
lead directly to conceptualizing surface dissolution as a statistical process and developing a 
stochastic MC approach (e.g., Luttge 2004) for describing this process.  Icenhower, et al. (2003) 
used this experimental approach to study the dissolution of borosilicate glasses designed for 
nuclear waste stream disposal. 
 
A third technique that has been used to study surface dissolution is scanning electron 
microscopy.  Typically, SEM produces images of a sample surface that resolve surface features 
and microtopography.  Environmental SEM allows for in situ exploration of the surface (i.e., in 
water), providing new opportunities to study dissolution processes.   
 
Surface chemistry and structure are analyzed using XPS, SIMS, and X-ray (grazing incidence) 
diffraction.  XPS consists of measuring the kinetic (binding) energy of photoelectrons produced 
during interaction with an X-ray source.  Electrons that escape the surface for detection originate 
from the uppermost few monolayers.  XPS is sensitive to the elemental composition as well as 
the chemical environment of these elements.  SIMS is a highly sensitive surface technique for 
characterizing materials, and can be used a complementary technique to XPS.  The principle of 
the method is based on the mass analysis of secondary ions created through the interaction of a 
beam with the surface of a solid.  Grazing incidence X-ray diffraction can be used to study 
surface layers if the incident beam is confined to a very shallow angle with the surface (Luttge 
and Arvidson 2008). 
 
3.3.8. Summary of Gaps in Upscaling Dissolution Processes 
 
Recent modeling research to understand aluminosilicate dissolution mechanisms has focused on 
two areas: (1) using ab initio cluster calculations to quantify the activation energy barriers for 
proposed reaction paths for dissolution processes, and (2) developing and implementing 
stochastic Monte Carlo methods that can be used to simulate different dissolution mechanisms 
for comparison to experimental data. To calculate activation energies for elementary reactions 
there are several ab initio approaches in use that reflect differences in surface and reaction path 
conceptualization.  For example, should the bonds at the surface be considered fully flexible or 
should they be constrained according to the material surface and should explicit water molecules 
be included in the molecular cluster and consequent reaction path?  It has also been demonstrated 
that the stochastic MC methods can account for: a) dissolution both near- and far-from 
equilibrium; b) observed changes in dissolution over time from rapid dissolution to steady-state 
dissolution; c) dissolution of aluminosilicate phases of various compositions and with different 
Al and Si ordering; and d) potentially, the development of gel layers.  However, these MC 
methods rely heavily on conceptual roadmaps of the dissolution process, and not directly on 
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atomistic data.  More computational research as well as experimental validation is necessary to 
link these two modeling approaches.  
 
Simulating the degradation of glass nuclear waste forms is even more challenging in part because 
of the larger chemical system of glass.  The glass matrix contains additional components such as 
boron and zirconium.  The nuclear waste adds additional compositional variability to the system 
including radionuclides like 137Cs/137mBa and 241Am that can remain important heat sources for 
hundreds to thousands of years.  Radiation effects on dissolution processes have not been 
investigated extensively at the molecular level, but will most likely accelerate the breaking of 
local bonds, increase reactive surface area by encouraging crack formation, and possibly alter 
reaction mechanisms.  Although the impact of cracks internal to glass structure have been 
studied by Verney-Carron et al. (2010) for one scenario, other scenarios should also be 
investigated to develop additional evidence of the potential effect of crack development on glass 
waste form degradation. 
 
3.4. Verification, Validation, and Uncertainty Quantification 
 
Verification of data acquisition and simulation codes, validation of simulation results, and 
quantitative assessment of uncertainties must become an integral part of all sub-continuum-scale 
activities that support development of constitutive models for use in continuum simulations.  
These considerations are reflected in the discussions above concerning gaps in scientific 
capabilities.  Adequate V&V and UQ practices are not yet well-established standard practice for 
experiment and simulation methods at the sub-continuum scale.  The needs are to institute 
sufficiently rigorous V&V standard and practices for all data emerging from simulation studies 
at the sub-continuum scale, and develop methods for upscaling those results into higher scales of 
fidelity, with quantitative propagation of uncertainties through the hierarchy of phenomena 
scales.  The workflow and data that is used to generate higher-scale models need to be collected, 
assessed, and recorded. 
 
3.4.1. Practices for Sub-Continuum-Scale Modeling 
 
All data used and generated by sub-continuum scale activities - verification and validation 
evidence in support of simulations, computational model constructions, etc. - will need to be 
properly qualified: data and codes verified, simulation predictions validated against data, and 
uncertainties quantitatively assessed. 
 
The phenomena of interest range from electronic chemical properties - requiring quantum 
chemical codes, to dissolution and transport - entailing (near-continuum) reactive transport 
codes.  There is no single code that spans the full range of sub-continuum modeling needs, 
indeed, there are multiple codes within each class of phenomena. Codes commonly used within 
this scale can be commercial, open source, or private codes that are not distributed.  Furthermore, 
additional modeling tools might need to be developed to fill gaps in scientific capabilities, e.g., 
to enable upscaling.  The Waste IPSC will generally not develop codes specific to sub-
continuum modeling, any methods development efforts will be coordinated with the FMM 
program element. 
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A full inventory of all possible codes at the sub-continuum scale that might ultimately feed the 
workflow of a waste disposal system assessment is not feasible.  The Waste IPSC cannot and 
will not anoint codes at the sub-continuum scale, but operation of the Waste IPSC can and will 
impose standards on the generation of data from sub-continuum scales that will be used in any 
workflow analysis.  Existing published results often lack verification evidence or validation data, 
and have minimal or no discussion of uncertainties. Moreover, the importance of different sub-
continuum phenomena to the PA-scale model is not yet well developed, and the level of 
formality that may be demanded of particular simulations is undetermined. For sub-continuum 
processes to contribute meaningfully to construction of continuum-scale models, protocols for 
V&V and UQ need to be defined and demonstrated to replace the ad hoc practices that currently 
exist. 
 
An obvious early need for the sub-continuum scale is to establish clear expectations and 
guidelines for verification and validation practices across sub-continuum scale with appropriate 
consideration of uncertainties, calibrated to the importance of the phenomena being modeled.   
This gap will be addressed in a FY11 Milestone that will discuss V&V and UQ guidelines for 
sub-continuum scale modeling.  This will involve collating a gross inventory of classes of 
modeling tools (e.g., quantum chemical, or molecular dynamics, or Potts model), establishing 
general practices across all tools, and then outlining procedures and expectations for specific 
classes of tools with partial inventories of codes that are examples of a given class of modeling 
tools.  This Milestone, being cross-cutting in its impact, will be completed jointly with the FMM 
program element. 
 
3.4.2. Upscaling with Propagating Uncertainties 
 
Upscaling from sub-continuum scale into continuum models remains a scientific challenge for 
glass dissolution and other sub-continuum phenomena pertinent to the Waste IPSC.  The 
identification of relevant phenomena at given scale, and the formulation and parameterization of 
effective abstracted models from those processes that can be used at subsequent scales, are, in 
general, unsolved problems which must be defined on a case-by-case basis.  An additional 
requirement is that, once a physically-based abstraction is established, uncertainties must be 
propagated through the upscaling, simultaneously incorporating uncertainties from the form of 
the abstraction and the parameters that represent a realization of that abstraction.  This 
propagation of uncertainties through the upscaling is a gap in the current state of knowledge.  
Collaborative work with the VU program element will develop and implement protocols for 
propagating UQ across boundaries, concurrent with the scientific upscaling procedures being 
developed. 
 
3.4.3. Validation Issues 
 
Capability development within the Waste IPSC will require data specifically targeted to model 
development and validation, and there is generally inadequate data for model development 
activities.  The scope of NEAMS and the Waste IPSC does not include generating or 
commissioning experimental studies.  Experimental data to satisfy validation requirements will 
require interaction with a robust experimental program coordinated with NEAMS efforts.  The 
Waste IPSC will actively engage the DOE-NE Waste Form and UFD Campaigns to identify 
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appropriate contacts and coordinate activities for those needs that are not satisfied through 
existing sources. 
 
3.4.4. Evidence Management 
 
All data used and generated by sub-continuum scale activities - verification and validation 
evidence in support of simulations, computational model constructions, etc. - needs to be 
documented and tracked.  This record must be sufficiently complete to permit traceability and 
reproducibility, and include data and evidence needed to establish quantitative credibility.  
Current evidence tracking is ad hoc and incomplete.  A needed facility is a system to track V&V 
and UQ for the Waste IPSC.  The requirements for an evidence management system were 
described in the Waste IPSC V&V Plan (Edwards, et al. 2010). 
 
3.5. Summary of Glass Waste Form Dissolution Modeling 
 
A wide range of techniques available for modeling the dissolution of solid phases (primarily for 
minerals but also applicable to glasses) at the atomistic level provide opportunities to seamlessly 
link (upscale) these models with those at the continuum level. At the continuum level, 
recognition of the complex couplings in glass degradation and observation of the slow 
degradation of glass in geologic systems provide both the substance and opportunity to develop 
models that can demonstrate larger degrees of safety and confidence in disposal strategies 
applied over geologic time.  Given these opportunities, a number of key gaps in understanding 
and capabilities have been identified. Recommendations for further work in these areas to 
enhance the ability to upscale models from the atomistic level to the high-fidelity continuum 
scale and into PA-scale models are provided here. 
 

i. Calculate the protonation and deprotonation of different types of surface sites on glass 
surfaces using ab initio molecular dynamics calculations. Use Ab initio MD calculations 
to investigate the protonation and deprotonation of different types of surface sites on 
glass surfaces.  These ab initio MD calculations would need to be performed in 
combination with potentiometric titrations, vibrational and NMR spectroscopies, and 
neutron scattering to fully study the glass-water interface.   
 

ii. The use of ab initio molecular dynamics to calculate reaction paths and activation energy 
barriers for the hydrolysis of bridging oxygen bonds may improve upon the use of 
molecular clusters.  This approach would allow the calculation of reaction paths that 
invoke the cooperative behavior of multiple water molecules in the dissolution process.   
 

iii. Parametric upscaling from atomistic to continuum processes.  There are two study areas 
that have been identified as useful pursuits for this purpose. The first study area is to 
perform explicit atomistic models of glass dissolution to reproduce both rates and 
activation energies of the glass dissolution reactions.  This will be approached initially by 
modeling feldspar dissolution as a simplified case to serve as an idealized proxy for glass 
dissolution (see discussion in Section 3.3.5).  The second study area is to perform explicit 
atomistic models of the silica diffusion in the aqueous solution away from the glass 
surface (within the gel layer) to begin constraining the transport parameters more 
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directly, as these are generally used as fitting parameters in current continuum models. 
For upscaling purposes, parametric extraction for continuum processes from experiments 
should be performed with a narrow focus on the stage of the glass degradation 
experiment so that it can be accomplished in a manner consistent with the dominant rate 
limiting process(es).  
 

iv. Definition of the equilibrium phase for glass dissolution and correlations among glass 
rate parameters. Because glass is a thermodynamically unstable phase, choosing the 
appropriate representative composition for defining the equilibrium condition for use in a 
chemical affinity approach to the dissolution rate has been handled in various empirical 
ways in the literature (e.g., Verney-Carron et al. 2010).  Development of a more generally 
applicable equilibrium reference point that accounts for variable glass composition would 
provide a more coherent framework for upscaling studies (e.g., use a standard set of 
overall reaction products that represent the stable assemblage of the glass composition).  
Correlation development between the rates of reactions and the free energy of overall 
reactions would also facilitate estimates of parameter values to be used for initial model 
construction and to delineate targeted experiments to measure confirmatory values. 
 

v. Aqueous composition evolution at the reactive interface. Once the degradation process 
has progressed to the Evolution Stage, the pore fluid in the gel layer that is in contact 
with the glass reactive interface is no longer the same as the bulk solution composition.  
A number of studies have considered the changes in dissolved silica but this should be 
expanded to include full water compositional evolution in the pore fluid in the gel layer 
that is in contact with the glass reactive interface.  Evaluating explicitly the changes at 
this location would be facilitated by a pore-scale reactive transport approach that included 
the major dissolved constituents. 
 

vi. Surface area evolution of the reactive interface.  In addition to the chemical changes that 
occur at the glass reactive interface as driven by gel layer development, physical 
occlusion of the reactive interface may reduce the overall mass of glass that is reacting 
with the fluids in the pores of the gel layer.  Explicit delineation of these processes would 
facilitate understanding of how to apply such changes over time in a repository setting 
and would aid in consistent parameter extraction from results of experiments. Evaluating 
explicitly these physical changes at the reactive interface would be facilitated by a 
continuum-scale reactive transport approach. 
 

vii. Field-scale progression of active surfaces contributing to the reactive interface total 
surface area using sub-continuum and continuum reformulations.  In addition to changes 
in reactive or effective surface area at the glass-water interface due to an evolving gel 
layer structure, the effective surface area may increase dramatically as cracks in the glass 
surface nucleate and grow through time.   Advances in continuum and sub-continuum 
understanding present an opportunity for a coherent upscaling study for crack 
development.  The physical and chemical processes leading to decreased transport rate 
along altering cracks represent another area that may be amenable to upscaling analysis 
from sub-continuum to the continuum scale models.  Additionally, developing general 
constraints on the integrated result of these field scale coupled processes (the occlusion of 
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glass reactive interface surface area and additional crack growth) would address one of 
the major areas for upscaling from continuum models to field scale models.  Evaluating 
explicitly these integrated physical changes to the total glass surface area that is available 
for reaction in the field would be facilitated by a continuum-scale reactive transport 
approach applied at the tens of centimeters to meter scale.   
 

viii. Procedures to implement appropriate levels of verification and validation protocols need 
to be defined throughout all sub-continuum activities.  Methods to evaluate and propagate 
quantitatively meaningful uncertainties through upscaling need to be developed and 
applied to ongoing model development activities, as those activities develop the scientific 
capabilities. 
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4. MODELING AND SIMULATION OF CONTINUUM PROCESSES 
 
This section describes progress in identifying applicable codes, and associated gaps, for the high-
fidelity-scale and PA-scale continuum models.  Coupled multiphysics for THCMBR models 
combine conservation laws for mass, momentum and energy, together with phenomenological or 
experimentally based equations of state, kinematic conditions, transport laws, rate expressions, 
and other constitutive relations that express the linkages or couplings between processes. Gaps 
can exist in the necessary phenomenological expressions, the degree of coupling necessary 
between multiphysics, or in the numerical methods used for solution.  
 
As described in Section 2, the FY10 gap analysis of code capabilities for Waste IPSC continuum 
processes, for both high-fidelity-scale and PA-scale models, was focused on four high-level 
THCM phenomena: EBS Environment, EBS Transport, Geosphere Environment, and Geosphere 
Transport.  For the purposes of gap analysis, code capabilities were evaluated with respect to 
thermal-hydrologic-chemical (THC) phenomena and mechanical (M) phenomena.  Within each 
of these gap analyses (THC and M), code capabilities to simulate the four high-level phenomena 
were considered collectively (e.g., the processes for EBS transport and geosphere transport are 
not significantly different).  Additionally, each of the gap analyses considered code capabilities 
to simulate phenomena relevant to saturated hard rock, clay/shale, and salt geologic settings.       
 
Section 4.1 describes relevant processes, equations, and methods for THC modeling, Section 4.2 
present processes and equations for mechanical modeling, and Section 4.3 provides a preliminary 
gap analysis for THCM modeling.  
 
4.1. Thermal-Hydrologic-Chemical Processes and Code Capabilities 
 
Conservation or continuity relations for mass or energy density of a component i in a phase j can 
be written generally as (e.g., Martinez and Stone 2008): 
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where d is the mass or energy density, q is the flux density with respect to a reference coordinate 
system, and Q is a source term.  Section 4.1.1 discusses applications of Equation 4.1.1 to thermal 
modeling; Section 4.1.2 describes hydrologic modeling and thermal-hydrologic couplings as well 
as applicable codes.  Section 4.1.3 discusses chemical and reactive transport modeling and codes. 
 
4.1.1. Thermal Modeling 
 
Thermal modeling stemming from Equation 4.1.1 can be treated in a strict thermodynamic sense 
(with internal energy as the conserved variable) or, with assumptions, temperature can be 
assumed to be the conserved variable for heat transport.  In the first case, a general expression 
for multiphase deformable fractured or porous media with saturations S is (e.g., Martinez et al. 
2001):  
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where  is porosity,  is density, e is internal energy, and the subscripts s, l and g refer to solid, 
liquid, and gas respectively. The heat flux vector q can include terms for heat conduction, 
convection, and heat transport. The source term Q can include heats of reaction, condensation 
and evaporation, and radioactive decay.  
 
Common codes for heat transport in porous materials are discussed in the next section, as they 
are relevant to both heat and fluid flow.  
 
4.1.2. Hydrologic Modeling 
 
Similar to Equation 4.1.2, conservation laws can be written for aqueous, gaseous, and 
supercritical fluids (solutions) occupying intergranular pores in a deformable porous media. This 
requires specifying the flux density q in Equation 4.1.1 in terms of a fluid flux relative to the 
moving solid, and a solid phase velocity. The resulting terms couple directly to mechanics 
considerations of stress and deformation discussed in Section 4.2, such as solid phase 
compressibility, and elastic or elastic plastic deformation of the porous media. This is discussed 
in detail by Martinez and Stone (2008); Rutqvist et al. (2002) and Lo et al. (2002) among others.  
Ignoring these terms for simplicity, mass transport equations can be written for components i 
(here in the form of mass fractions Y) in the intergranular phases as:  
 

iigggigllilggigllil QYYSYSY
t





)J()(


vv 
  

 (4.1.3) 

 
Here Jig is the gas phase flux, which can include multicomponent diffusion. The Darcy flux v for 
phase j is given by (Martinez et al. 2001): 
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where kr are the relative permeability for phases j,  is viscosity, k is the permeability tensor, and 
intrinsic property of the porous media, P is pressure and g is gravitational acceleration. The set of 
Equations 4.1.3 and 4.1.4 are supplemented by expressions relating capillary pressure Pc = Pg-Pl 
and relative permeability as a function of saturations.  There are numerous models for these (see 
for example Pruess 1999 or Martinez et al. 2001); a popular formulation for Pc is developed by 
van Genuchten (1980).  Equations 4.1.3 and 4.1.4 can be cast in a variety of forms, depending on 
the choice of primary variables (i.e. saturations, densities or pressures). 
 
Multiphysics codes with relevant thermal-hydrologic capabilities include TOUGH2 (Pruess 
1999), STOMP (White and Oostrom 2006), PorSalsa (Martinez et al. 2001), FEHM (Dash 2006), 
and SIERRA (Edwards 2002). These codes as they pertain to the Waste IPSC are discussed in 
Section 4.3 and Appendix A. 
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4.1.3. Multicomponent Multiphase Reactive-Transport Modeling 
 
This section briefly overviews the variety and structure of geochemical reactive transport codes 
in common practice today. It addresses capabilities currently in existence and under development 
for an advanced modeling and simulation program considered here.  
 
Chemical modeling for subsurface systems needs to include a lengthy list of processes including 
aqueous speciation, dissolution/precipitation, redox processes (as mediated by microbiological 
processes), ion-exchange between solutions and minerals, surface chemical reactions occurring 
at phase interfaces (i.e. surface complexation, sorption), the effects of these processes on 
porosity and permeability, coupling with mechanical effects (e.g. water-assisted creep and crack 
growth; fracture healing, clay mineral swelling) as well as transport (advective, dispersive and 
multicomponent diffusion, osmotic potentials) and multiphase flow and reaction. We exclude 
from this synopsis MD modeling at interfaces and within solution phases, and pore scale (i.e. 
lattice Boltzmann methods) and focus instead on spatio-temporal continuum scale approaches. 
Our focus is on treatment of reacting porous media, and so do not discuss important aspects of 
transport as multiphase systems, heavy-tailed dispersion, or fractured porous media. Recent 
reviews on reactive transport modeling are by Crawford (1999), Steefel et al. (2005) and 
MacQuarrie and Mayer (2005).  
 
Geochemical reaction transport models can be classed variously as inverse or forward; batch or 
transport; equilibrium, non-equilibrium, or “partial local equilibrium”. All reaction-transport 
codes in use today for multicomponent spatial-temporal modeling use the partial local 
equilibrium approach, wherein homogeneous reactions such as aqueous speciation (most of 
which occur with rates faster than milliseconds (Brezonik 1994)) are taken at equilibrium, and 
heterogeneous reactions such as mineral-water dissolution/precipitation are kinetically mediated. 
This is by no means exclusive; for example, rates of aqueous conversion rates of gas phases like 
hydrogen, carbon dioxide or methane can occur on the time scale of hours. Biogeochemical 
cycling of sulfur in the aqueous phase at methane/brine seeps involves microbially-mediated 
homogeneous reactions that can occur on a similar time scale (Senko et al. 2005).  
  
One source of debate is the question of metastability and the role of kinetics in subsurface 
processes. No one argues that diamonds occur metastably at surface conditions (the stable 
equilibrium phase under surface conditions would be graphite; diamonds persist due to large 
activation energy barriers). Some would argue that clay minerals, for example, are metastable 
precursors to equilibrium phyllosilicates such as micas. Important clay mineral transformations 
in the subsurface such as smectite-illite are interpreted in the context of the Ostwald step-rule 
(Morse and Casey 1988). Other workers assign thermodynamic properties to clays as distinct 
phases, with mixed results. These separate views impact modeling methodologies, i.e. local 
equilibrium versus a kinetic approach.   
 
Thus users of a multicomponent, multiphase geochemical simulator need keep several questions 
in mind – what are the time and length scales under consideration; what is reactive buffering 
capacity (e.g. of gases and minerals); what are limitations on thermodynamic and kinetic data for 
the system in question; what are the options for model validation; what are the (geo) chemical 
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and biological processes to include; and most importantly, what can be excluded for 
consideration.  
 
Speciation/Solubility Modeling 
At its simplest, geochemical modeling of multicomponent systems calculates the speciation of an 
interstitial solution at equilibrium and determines the saturation state of a suite of minerals and/or 
gases with respect to that solution. In other words, given an analytical suite of concentrations of 
elements, so-called speciation/solubility codes distribute moles or masses of the elements 
amongst discrete chemical species existing in solution at equilibrium at the temperature, 
pressure, and chemical conditions of interest. The following outlines this procedure, which is 
also used in reaction/transport models to update solution speciation and determine other solution 
properties. 
 
Any chemical reaction mechanism involving N species Ai and Nr chemical reactions can be 
expressed as: 
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where the  are the stoichiometric coefficients, understood to be <0 for reactant species and >0 
for product species. In all geochemical models, a discernment is made between basis species (the 
minimum set of species required to describe all species in a phase such as an aqueous solution, 
gas, or mineral). These are termed by various authors as “master”, “component” or “primary” 
species and need not necessarily reflect actual species (Reed 1982). All chemical models (e.g., 
Wolery 1979) use an alternative description wherein all reactions involving secondary species 
(aqueous complexes) are written as (termed the canonical form; here we follow notation given in 
Lichtner (1996)): 
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Here, the new stoichiometric matrix is found from: 
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where Nc is the number of primary species (Nc = N-NR). Various geochemical databases express 
reaction sets in a given canonical form which is beneficial for retrieval, but also this form is 
necessary for solution. So-called speciation/solubility codes all involve a choice of components, 
a reduction of the system of equations to a minimum number (and a method of selecting stable 
mineral and gas phases at the conditions of interest, applicable to heterogeneous equilibria as in 
the next section). These models solve a set of nonlinear algebraic conditions including Nc mass 
balance constraints, and NR mass action equations for the secondary species i, which take the 
following general form (Reed 1982): 
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Mass-balance: 
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Mass action: 
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Here Mtot is total number of moles, nw = number of kilograms of solvent phase, mi is the molality 
of the ith species, and i is the activity or fugacity coefficient of the ith species in solution. 
Substituting the mass action equations into the mass balance equations yields a set of Nc 
equations that be solved directly to determine the equilibrium state in terms of components. 
These are substituted back into the mass balance expressions to obtain the set of N species 
concentrations.  
 
For aqueous solutions, the activity coefficients, reflecting the difference between activities (a 
thermodynamic model quantity) and concentrations (actual entities in a solution, at least in some 
statistical sense), are found from two distinct methods (see Bethke 1996 for a concise summary). 
In part these differences reflect parallel views of aqueous electrolyte solutions as being 
completely dissociated, partly dissociated, totally associated, or ignoring disassociation 
altogether. The first apply some form of the Debye-Hückel equation that takes into account long 
range ion interactions, and is dependent on the solution’s ionic strength, ionic radii, and 
dielectric properties of the solvent. These include the original and extended Debye-Hückel 
equations, the Davies equation, and the B-dot model, variously applicable to solutions of 
increasing salinity or ionic strength, defined as: 
  

2

2

1
i

i
i zmI        (4.1.10) 

 
where m is concentration in molality and z is ionic charge. The B-dot method is routinely used to 
calculate activity coefficients for solutions of ionic strength up to a few molal, or just slightly 
more concentrated than seawater. Care must be taken when applying models for activity 
coefficients to not mix activity coefficients derived from different conventions and assumptions, 
and not to confuse models that use “true” ionic strength, which accounts for complexation 
reactions, and stoichiometric ionic strength, which assumes complete dissociation.  
 
The second method can be termed the virial coefficient method, or “Pitzer” method (after the 
chemist who largely championed the method). This method is different from the Debye-Hückel 
methods in that little or no speciation of the solution need be accounted for, although some 
complexation is used especially for solutions at increasing temperature. In part this is because 
short range interactions become prominent as a solution increases in ionic strength, so what 
constitutes an actual species becomes blurred. As such this method is exclusively used for 
solutions at high ionic strength. These would include any aqueous solutions in salt repositories 
and in contact with crushed salt back-fill, most oil field waters, waters deriving from evaporation 
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or boiling, waters in pore spaces that “dry out” as may occur during heating or in disturbed zones 
surrounding tunnels, and groundwaters in contact with evaporative minerals. There is much 
attention paid to expanding the range of applicability of Pitzer-type models to increasingly more 
complex solutions in the fields of nuclear-waste performance assessment, oil field reservoir 
quality, and subsurface carbon storage (e.g., Jove-colon et al. 2005). 
 
Returning to speciation calculations, as the nonlinear set of mass balance and mass action 
equations depend on activity coefficients, and activity coefficients depend on solution speciation, 
these sets of equations must be solved iteratively; most use some form of Newton-Raphson 
method. 
 
Reactive Transport Modeling 
Conservation of Mass  
There are many excellent publications devoted to spatio-temporal reaction-transport modeling. 
Below we outline a general treatment given by Lichtner (1996) and adopt his notation.  
 
In general, conservation of mass for the ith aqueous or gaseous solute mass (in moles/volume) in 
a phase  with saturation s and porosity  is given by:   
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with flux J. The sum on the right hand side is over the total possible Nr homogeneous and 
heterogeneous reactions Ir in , where ir  are the stoichiometric coefficients (number of moles 

of i participating in the rth reaction). Application to modeling chemical reaction and transport 
would require simultaneous numerical solution of N partial differential equations (PDEs).  
 
In practice this is a difficult task for several reasons including the lack of knowledge of aqueous 
speciation kinetics; the disparate time scale between homogeneous and heterogeneous reaction 
kinetics; and the orders of magnitude difference in the molar densities of solid and aqueous 
species (leading to “stiff” solutions and slow time stepping). Because of this, models for 
multicomponent reaction-transport all make certain simplifying assumptions that reduce the 
number of PDE’s or otherwise simplify the numerical solution. Below we summarize these, and 
briefly discuss methods of solution in current use.  
 
Local Equilibrium Assumption 
One simplification that is in use (if not commonly) is to assume local equilibrium. Kirkner and 
Reeves (1988a; 1988b) discuss several different methods for transport and reaction assuming 
local equilibrium. Analogous to the batch equilibria treatment, these authors separate aqueous 
(and gaseous) species between primary (component) and secondary species, and also include 
sorption and mineral precipitation/dissolution. While this is strictly for a single phase pore fluid, 
the method can be extended to include additional pore phases. Letting L represent the transport 
operator, their equations are: 
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where cj is component j concentration, xi is secondary species i concentration, and the r are 
reaction rates where (aq denotes aqueous reactions, c denotes sorption, and p denotes 
precipitation) 
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Kirkner and Reeves (1988) treatment continues by specifying the x in terms of the c in canonical 
form:  
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and defining a total species concentration uj in terms of the c and x: 
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Multiplying Equation 4.1.13 by the stoichiometric matrix and summing over i to Nx allows one to 
eliminate the homogeneous reaction rates, and to express reaction and transport in terms of the uj 
to obtain: 
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Here the f are functions resulting from expressing the sorbed concentrations s in terms of the u 
(nonlinear mass-action expressions for equilibrium between solution concentrations and surface 
complexes), B is a stoichiometric matrix for mineral dissolution/precipitation reactions, the p are 
moles of precipitate per volume of pore fluid, and Np is the number of solid phases. This method 
has reduced the number of unknowns from 2Nc + Nx + Np to Nc PDE’s plus Np mass action 
equations (relating pk to the uj) (in reality, one would likely need to include Nc additional 
equations to solve for the sorption terms). 
 
Kirkner and Reeves (1988) also suggest an alternative method (first introduced apparently by 
Walsh et al. 1984) by using the total concentration of component j (aqueous + sorbed + solid), 
wj, as: 
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in which case Equation 4.1.17 becomes: 
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a system of Nc PDE’s, Np + Nx mass action equations, and Nc equations of the form of Equation 
4.1.18.  The algebraic expressions are directly related to the batch equilibrium relations in 
Equations 4.1.8 and 4.1.9, and so the method basically consists of solving batch equilibrium at 
every node coupled to a transport equation (Equation 4.1.19). The local equilibrium assumption 
should be used when the transport time given a length scale of interest is much longer than the 
time scale for equilibration (Steefel and Van Cappellan 1990). 
 
Local Partial Equilibrium Assumption 
The previous time-scale issues do not hold for many problems of interest and so many surface 
and subsurface chemical problems are critically dependent on the kinetics of reactions. Widely 
popular is the assumption of local partial equilibrium, or fast and slow reactions (Lichtner 1996), 
in which fast reactions like most homogeneous reactions are taken at equilibrium, while slow 
reactions (including many mineral-water reactions) are kinetically mediated (Lichtner 1985; 
Ortoleva et al. 1986; 1987a; 1987b; Yeh and Tripathi 1989; 1991).  This method is covered in 
detail in the summary text by Lichtner et al. (1996) and follows much of the derivation in the 
previous section. In the case where all mineral reactions are treated kinetically, and where mass 
diffusion of components is species-independent, Lichtner (1996) shows that a description of 
local partial equilibrium involving mineral-solution reactions is expressed as: 
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Naq is the number of aqueous species, Nmin is the number of minerals, NR

ke is the number of 
kinetically-controlled reactions, Nle is the number of reactions at local equilibrium (i.e. 
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complexation reactions), Nc
le is the number of components or primary species, the I are reaction 

rates, Vm is the molar volume of solid m, and m is the mass fraction of solid m.  
 
So-called mineral rate laws give the reaction rate in terms of reactive surface area and solution 
and sorbed species concentrations. At the very least these are generally nonlinear functions of the 
primary species concentrations cj.  A review of mineral-water reaction rate laws and associated 
parameters is found in Palandri and Kharaka (2004). Also of interest for coupling to 
geomechanical codes, in an Eulerian frame, Equations 4.1.20 and 4.1.21 can be modifiable to 
account for solid matrix deformation (Dewers and Ortoleva 1990).  
 
One problem with the above approach is that in many subsurface systems, mineral-water reaction 
kinetics for common mineral types occurs on widely disparate time scales (e.g. carbonates and 
sulfates equilibrate with aqueous solutions on the order of days or months at surface conditions, 
while silicates can take tens to hundreds of thousands of years).  Ranges in reaction rate time 
scales can produce very stiff numerical solutions.     
 
Quasi-Stationary State 
For a particular system, if the time scale for substantial reaction involving a solid phase is orders 
of magnitude greater than the time scale for solute reaction and transport to reach a steady state, 
then a viable approximation for the reaction transport equations (i.e. Equation 4.1.20) is the 
quasi-stationary state approximation (Ortoleva et al. 1986; 1987; Lichtner 1988; Dewers and 
Ortoleva 1990; 1992) which amounts to ignoring the time derivative in Equations 4.1.11 and 
4.1.20.  This approach is valid for long (geologic) time scales and has been shown useful in 
describing zonation associated with reaction fronts and chemical waves, and in coupled 
mechanical-chemical formulations describing basin evolution and rock lithification patterns.  
 
First-Order Decay and Retardation 
A simplified reactive transport formulation for a radionuclide species with first order decay and 
adsorptive retardation can be set forth as follows (e.g., Hansen et al. 2010, p. 44).  Conservation 
of mass for the ith aqueous or gaseous solute mass (ci is the molar concentration) in a phase  
with saturation s and porosity  is given from Equation 4.1.17 by: 
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The sum on the right hand side is over the total possible Nr homogeneous and heterogeneous 
reactions Ir in , where ir  are the stoichiometric coefficients (number of moles of i 

participating in the rth reaction, Lichtner 1996; see Martinez et al. 2001 for similar treatment). 
We consider only a single solute species, c, in a liquid phase, and account for advective and 
diffusive flux, wherein Equation 4.1.25 becomes: 
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Here vL is the liquid Darcy velocity and D is an effective mass diffusion coefficient which 
includes a tortuosity, i.e. D = Dm. R is the net molar production rate of c, which accounts both 
for first order radioactive decay and a term accounting for sorption. Following the treatment by 
Schwartz and Zhang (2003, their Equation 23.12), Equation 4.1.26 becomes: 
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The third term on the left-hand-side is the time rate of change of the product of an areal molar 
concentration s and the specific surface area of mineral per unit bulk volume, am (Thomson and 
Jackson 1996), and r accounts for any other chemical reaction rate.  
 
When sorption reaction rates are considered rapid relative to transport rates, s will approach a 
local equilibrium with the local bulk fluid concentration c, and thus can be represented by a 
sorption isotherm. Using a linear sorption isotherm, one defines the commonly used retardation 
factor Rf in Equation 4.1.27: 
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where Rf = 1+ amk/sL with k the isotherm constant. Usually retardation is defined in terms of an 
apparent distribution coefficient (as a means of relating sorption behavior to experimental 
measurement) Kd, which relates the total contaminant mass adsorbed per total solid mass to the 
bulk aqueous concentration (Tompson and Jackson 1996). With Kd = amk/b with b the bulk 
mass density, Rf = 1+ bKd/sL, i.e. Equation 23.14 of Schwartz and Zhang (2003), here 
modified for partially saturated media.  
 
Finally, for a solute species undergoing first order radioactive decay, r = -sLRfc, where  is the 
decay constant, related to radionuclide half-life by t1/2 = ln(2)/(Equation 23.16 in Schwartz and 
Zhang 2003).  
 
Texture Distributions and Population Balance Approach 
The treatment of solid phase and pore texture in the above examples of systems of equations is 
seen to be based on “average” properties (porosities, volume fractions, mean crystal sizes) which 
is at best a crude description of a reacting porous media. While pore scale methods can treat such 
variations explicitly (as in lattice Boltzmann approaches), at the continuum scale a better 
description of a reacting porous media takes explicit account of mineral grain and pore-size 
distributions. Sometimes termed “particulate” or “population” dynamics, this approach has been 
popularized by chemical engineers (a classic text is by Randolph and Larson (1988)) applied to, 
e.g. industrial scale batch crystallization (Ramkrishna 2000), but is rarely used in treatments for 
subsurface reactive transport (Eberl et al. 1990; Steefel and Van Cappellan 1990; Dewers and 
Reches 2004). Including a complete size and/or pore distributions can be critical in accurately 
describing water-rock interaction as mineral grain sizes in the lower tail of a crystal size 
distribution may have minimal volume, but possess the bulk of reactive surface area.  
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A population balance equation for crystal growth invokes the population distribution of crystal 
sizes or particulates L, n(L), as (Randolph and Larson 1988): 
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where u is the particulate velocity vector in “phase space” which includes spatial coordinates and 
non-spatial internal coordinates which can include particulate size. In this case u, for size-
independent growth, is equal to the crystal growth rate. B and D are the so-called “birth” and 
“death” functions which can include physics such as nucleation, agglomeration, aggregation, 
fracturing and healing of grains, etc. Ostwald ripening, in which case the growth velocity 
depends on L or size-dependent growth, is a special case of Equation 4.1.29 (Eberl et al. 1990). 
Approaches like Equation 4.1.29 are common in studies of microbial population dynamics (for 
example, see Lauffenberger 1991). 
 
A similar population equation could be constructed for porosity, e.g., and could include coupled  
physics like pore collapse through grain crushing, in which the pore size distribution and grain 
size distribution are coupled through ‘B’ and ‘D’ terms. Other examples of coupling include 
hydrologic - permeability is often as a function of the pore size distribution, and mechanical - 
recent “creep laws” for geomaterials, for example, are often expressed as a function of the crystal 
size distribution. Combining the above within a full reactive transport methodology has rarely if 
ever been attempted (with time and three spatial dimensions, this would require numerical 
solutions in a five dimensional space and codes simply aren’t set up for that). One simplification 
in common use is to express Equation 4.1.29 in terms of the moments of distribution. In this 
case, ignoring transport, the single PDE in Equation 4.1.29 is reduced to four coupled ordinary 
differential equations (ODEs) for particle number density, average size, surface area, and volume 
fraction.  
 
Finally, population balance-like methods may be a viable alternative to upscaling methods like 
homogenization, in which case upscaled physics can include aspects like distribution tail-
dependent physics, chemical microenvironments, and pore-scale heterogeneity, which are lost by 
averaging techniques. 
 
Other Relevant Physics 
Although a comprehensive review of reactive transport modeling in its entirety is beyond the 
scope of this treatment, other relevant physics require mentioning that play important roles in 
modeling reactive transport in high level nuclear waste disposal scenarios.  
 
In concentrated electrolyte solutions, and other dense solutions such as melts, multicomponent 
transport, in which diffusional transport of a dissolved species is dependent not only on the 
electrolyte properties but also on the chemical gradients of other species. Treatises on 
multicomponent diffusion relevant to waste disposal in geologic settings are found in Appelo and 
Wersin (2007) and Appelo et al. (2010).  
 
Surface reactions other than dissolution and precipitation figure prominently in radionuclide 
transport and can be directly coupled to continuum reactive transport treatments such as 
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Equations 4.1.20 through 4.1.24.  Older methods such as the Kd and sorption isotherm 
approaches (such as the linear example in Equations 4.1.26 and 4.1.27) are being replaced by 
more sophisticated surface complexation models (Davis and Kent 1990; Goldberg et al. 2007).  
Although still new in development, surface complexation methods permit a better predictive 
capability as well as a better understanding on solution chemistry effects on reaction kinetics.   
 
Numerical Methods for Coupling Reaction and Transport 
A brief treatise on numerical methods applied to reactive transport modeling is relevant to this 
discussion. The simplest and most direct method, but not always the most numerically efficient 
and subject to convergence problems for especially non-linearly coupled sets of PDEs is the 
“One-step” or global implicit approach (Steefel and Lasaga 1994; Steefel and MacQuarrie 1996) 
– this involves solving a fully coupled system with a large Jacobian matrix for typical Newton 
method.  Similar but newer and more efficient approaches use a modified Newton method 
(Steefel and MacQuarrie 1996). These include solving for mixed differential-algebraic equations 
solving for the ior ui (Lichtner 1985) or direct substitution of mass action expressions into 
PDE’s and solving for the cj (Steefel and Van Cappellan 1990). While this is the simplest and 
most direct approach, it can be slow. Thus many workers employ some sort of operator split 
which include: 
 

 Sequential non-iterative approach (SNIA) in which a single time step consists of transport 
step followed by reaction step using transported equations; generally simple and robust 
but problems occur at boundaries; it also tends to overestimate reaction amounts in 
problems where concentrations are continually decreasing (i.e. decay reactions; Steefel 
and MacQuarrie 1996); 

 
 Strang splitting – similar to SNIA but centers the reaction step in middle of two transport 

steps; 
 
 Sequential iterative approach (SIA) (recommended by Yeh and Tripathi 1989; 1991); 

several schemes are in use but involves iterating between reaction and transport within a 
single time step. One method involves alternating reaction and transport terms as a source 
term from the previous iteration; this has shown convergence problems for some types of 
reaction schemes. 

  
Jacobian-free Newton-Krylov methods are gaining popularity and need mentioning (Hammond 
et al. 2007, based on Hammond’s thesis and work on core PFLOTRAN).  Jacobian-free Newton-
Krylov was developed to avoid the need for a Jacobian matrix, which is computationally 
expensive to compute and store. Jacobian-free Newton-Krylov involves computing the matrix-
vector products of a Krylov solver (e.g., conjugate gradient (CG), generalized minimum residual 
(GMRES), bi-conjugate gradient stabilized (Bi-CGSTAB), available in Sandia National 
Laboratories TRILINOS; Heroux et al. 2005) by employing a numerical approximation to the 
Jacobian-Krylov vector product. It can be computationally efficient in memory and processing. 
However, it requires specific preconditioning and a large number of Krylov solver iterations.  
 
Relevant multiphysics codes for the Waste IPSC evaluations include TOUGHREACT (Xu et al. 
2004), FEHM (Dash 2006), STOMP (White and Oostrom 2006) and SIERRA (Edwards 2002). 
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These codes are discussed in Section 4.3 and Appendix A.  Additional reactive transport codes 
are also listed in Appendix A. 
 
 
4.2. Mechanical Processes and Code Capabilities 
 
4.2.1. Governing Mechanical Equations 
 
For mechanical (geo-mechanical) systems, there are three basic sets of equations that govern the 
description of a system deforming under a given load.  The first set is the set of equations of 
motion: 
 

௜௝,௝ߪ ൅ ߩ ௝ܾ ൌ ߩ ௝ܽ     (4.2.1) 
 
or, for the case when the processes are very slow such that inertia ( ja ), may be neglected, these 

equations become the equilibrium equations: 
 

௜௝,௝ߪ ൅   ௜݂ ൌ 0      (4.2.2) 
  
where ߪ௜௝ are the components of the stress tensor and ௜݂ ൌ  ௜ are the body forces.  The secondܾߩ
set is the set of strain-displacement relations: 
 

݁௜௝ ൌ
ଵ

ଶ
ሺݑ௜,௝ ൅ ௝,௜ݑ ൅  ௞,௜ሻ     (4.2.3)ݑ௞,௝ݑ

  
where ݁௜௝ is the strain tensor and ݑ௜ is the displacement vector. 
 
The third set of equations, the so-called constitutive equations, relates the equilibrium equations 
to the strain-displacement relations through the material (constituent) response of the material 
that is undergoing the deformations.  This third set of equations can take on many forms 
depending on the material that is being modeled, ranging all the way from a simple elastic 
material that could be used to model, say a granitic material, to materials such as clay and rock 
salt, with significantly more complicated behaviors that require significantly more sophisticated 
and involved material descriptions. 
 
As an example of this third set of equations, consider a constitutive model for the latter material 
above, rock salt (Krieg 1984).  It is one of the materials of interest for Waste IPSC applications 
and is a creeping material with a creep rate that is highly temperature-dependent.  Its overall 
strain rate can be characterized by the equation: 
 

ሶ݁௜௝ ൌ െ ఔ

ா
௜௝ߜሶ௞௞ߪ ൅

ଵାఔ

ா
ሶ௜௝ߪ ൅ ሶ݁௜௝

஼ ൅ ߙ3 ሶܶ  ௜௝    (4.2.4)ߜ

 
where ߪ௜௝ are the components of the stress tensor, ߥ is the Poisson’s ratio, ܧ is Young’s 
Modulus, ܶ is temperature (°ܭ), ߙ is the coefficient of linear thermal expansion, and ߜ௜௝ is the 
Kronecker Delta. 
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The creep strain rate, ሶ݁௜௝

஼ , is given by: 
 

ሶ݁௜௝
஼ ൌ ห ሶ݁௞௟

஼ ห
ఙᇱ೔ೕ
หఙᇱ೔ೕห

     (4.2.5) 

 
where ߪԢ௜௝ are the components of the deviatoric stress tensor.  If one takes the simplest 
constitutive model for rock salt mechanical behavior in which only secondary creep (steady-
state) is considered, the magnitude of the creep rate can now be expressed in terms of the 
effective creep strain rate, ēሶ , or the effective stress, ߪത, as follows (Hermann, et al. 1980): 
 

ห ሶ݁௜௝
஼ ห ൌ √1.5ēሶ       (4.2.6) 
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where ēሶ  is defined as: 
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ଷ
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     (4.2.8) 

 
while ߪത is: 
 

തߪ ൌ ቀଷ
ଶ
Ԣ௜௝ቁߪԢ௜௝ߪ

ଵ ଶ⁄
     (4.2.9) 

 
 and ݊ are constants determined from data analysis (typically from laboratory-scale creep ܦ
tests), and ܶ is the temperature (°ܭ), ܳ is the effective activation energy (cal/mole), and ܴ is the 
universal gas constant (1.987 cal/mole-°ܭ). 
 
While the secondary creep constitutive model for rock salt described above is a simple example 
of a basic model for rock salt, there are a variety of other constitutive models for rock salt that 
may be needed to better describe its response.  Those could range from models like the Unified 
Creep-Plasticity model (Aubertin et al. 1991) to the Multi-mechanism Deformation (Munson, et 
al. 1989) and the Multi-mechanism Deformation Coupled Fracture (MDCF) (Chan et al. 1999) 
models of Munson and co-workers.  The latter two models have been extensively used at the 
Waste Isolation Pilot Plant (WIPP) for years because they can model a wider range of rock salt 
behavior (including primary, secondary, and tertiary creep, for the case of the MDCF model). 
 
In a similar vein and because there are various materials that may comprise different geologic 
repository settings, other constitutive models of interest for this application may be needed.  
These might include the following: 
 

 clay materials models (e.g., Alonso, et al. 1990; Wheeler and Sivakumar 1995), 
 plasticity models (e.g., Krieg 1978; Sjaardema and Krieg 1987) for the various 

components in the EBS, and, 
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 other generalized cap-plasticity models (e.g., Fossum and Brannon 2004; Brannon et al. 
2009) that could be used for a range of different geo-materials that may characterize 
repository geosphere.  

 
4.2.2. Mechanical Modeling  
 
The three sets of equations, described above, that govern mechanical (geomechanical) response 
can and have been implemented in various computer codes using different discretization and 
solution techniques.  However, the most common implementations are those that use the finite 
element method as the discretization technique and an implicit solver as the solution technique.   
The resulting finite element codes themselves can range from: 
 

 individual stand-alone applications for addressing a specific class of problems (e.g., 
implicit, small strain, linear elastic material response); 

 to more general implementations typically derived for a broader class of problems such 
as is typical of many DOE codes aimed at the broader class of national laboratory 
applications, e.g., explicit, large deformation, inelastic material response  (Lin 2005; 
Maker 1995; Taylor and Flanagan 1989; Blanford et al. 2001; SIERRA Mechanics Team 
2010a; SIERRA Mechanics Team 2010b), 

 to the most general implementation that addresses broad classes of problems such as is 
typical of commercial codes, e.g., implicit/explicit, small/large deformation, general 
material response (ANSYS 2010; LTSC 2003; SIMULIA 2007). 

 
For the Waste IPSC, the mechanical code capability most likely to be of importance to address 
the broader range of waste forms, engineered barrier systems, and repository settings is the 
ability to model large strain/deformation.  This is needed for the large deformations anticipated 
to occur in some disposal system settings.  Similarly, a robust and efficient contacting surface 
capability will also be needed to complement these large deformations, as these may lead to 
surfaces that develop contact interactions as they deform toward each other, although originally 
they may not have been in contact with each other.  Also needed is the ability to model general 
inelastic response, to be able to model the behavior of the various materials like rock salt, clay, 
crushed rock, etc., that might comprise the various disposal system components.  Hence, a robust 
constitutive model interface will be needed to be able to supplement the material library that 
exists in a code.   
 
 
4.3. Preliminary Gap Analysis of THCM Code Capabilities 
 
A preliminary assessment of eight existing high-fidelity simulators for potential use in modeling 
coupled THCM processes has been performed.  These are: TOUGHREACT, FEHM, STOMP, 
HYDROGECHEM, CANTERA, EQ3/6, DAKOTA, and SIERRA.  It should be noted that this 
preliminary assessment was performed on the basis of limited available public information; 
consequently there may be other capability available in the codes that was not listed in those 
sources and hence is not included or acknowledged below.  It is our intent that sometime in the 
near future we will acquire the various simulators and perform a more complete hands-on 
assessment that may change the outcome of our preliminary assessment of these. 
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 TOUGHREACT is a numerical simulation program for chemically reactive non-isothermal 

flows of multiphase fluids in porous and fractured media. The program is written in Fortran 
77 and was developed by introducing reactive chemistry into the multiphase flow code 
TOUGH2 V2.  Interactions between mineral assemblages and fluids can occur under local 
equilibrium or kinetic rates. The gas phase can be chemically active. Precipitation and 
dissolution reactions can change formation porosity and permeability, and can also modify 
the unsaturated flow properties of the rock. The code is distributed with a comprehensive 
user’s guide that includes sample problems addressing geothermal reservoirs and 
hydrothermal systems, nuclear waste isolation, groundwater quality, sequestration of carbon 
dioxide in saline aquifers, and supergene copper enrichment. 
 
A wide range of subsurface thermo-physical-chemical processes can be considered under 
various thermo-hydrologic and geochemical conditions of pressure, temperature, water 
saturation, and ionic strength. The program can be applied to one-, two- or three-dimensional 
porous and fractured media with physical and chemical heterogeneity. The model can 
accommodate any number of chemical species present in liquid, gas and solid phases. A 
variety of equilibrium chemical reactions are considered, such as aqueous complexation, gas 
dissolution/exsolution, and cation exchange. Mineral dissolution/precipitation can proceed 
either subject to local equilibrium or kinetic conditions. Changes in porosity and permeability 
due to mineral dissolution and precipitation can be considered. Linear adsorption and decay 
can be included. For the purpose of future extensions, surface complexation by double layer 
model is coded in the program (Xu, et al. 2004; Pruess et al. 1999). 

 
 FEHM (Finite Element Heat and Mass) is a computer code that simulates complex coupled 

subsurface processes as well as flow in large and geologically complex basins. FEHM is a 
numerical simulation code for subsurface transport processes. It models three-dimensional, 
time-dependent, multiphase, multicomponent, non-isothermal, reactive flow through porous 
and fractured media. It can represent complex geologic structures and their effects on 
subsurface flow and transport. FEHM has been used to simulate groundwater and 
contaminant flow and transport in deep and shallow, fractured and non-fractured porous 
media throughout the DOE complex.  Its development has spanned several decades; a time 
over which the art and science of subsurface flow and transport simulation has dramatically 
evolved. Advanced model analysis requires a detailed understanding of model errors 
(numerical dispersion and truncation) as well as those associated with the application 
(conceptual and calibration) Application errors are evaluated through exploration of model 
and parameter sensitivities and uncertainties. The development of FEHM has been motivated 
by subsurface physics of applications and also by the requirements of model calibration, 
uncertainty quantification, and error analysis. FEHM possesses features and capabilities that 
are of general interest to the subsurface flow and transport community and it is well suited to 
hydrology, geothermal, and petroleum reservoir applications (Zyvoloski 2007; Dash 2006). 
 

 STOMP (Subsurface Transport Over Multiple Phases) is a simulator that has been developed 
by the Pacific Northwest National Laboratory for modeling subsurface flow and transport 
systems and remediation technologies. The STOMP simulator’s fundamental purpose is to 
produce numerical predictions of thermal and hydro-geologic flow and transport phenomena 
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in variably saturated subsurface environments, which are contaminated with volatile or non-
volatile organic compounds. The STOMP simulator is written in the FORTRAN 77 and 90 
languages, following American National Standards Institute (ANSI) standards. The simulator 
utilizes a variable source code configuration, which allows the execution memory and speed 
be tailored to the problem specifics, and essentially requires that the source code be 
assembled and compiled through a software maintenance utility. Auxiliary applications 
include numerical predictions of solute transport processes including reactive transport. 
Quantitative predictions from the STOMP simulator are generated from the numerical 
solution of PDEs that describe subsurface environment transport phenomena. Description of 
the contaminated subsurface environment is founded on governing conservation equations 
and constitutive functions. Governing coupled flow equations are PDEs for the conservation 
of water mass, air mass, CO

2 
mass, CH

4 
mass, volatile organic compound mass, salt mass, 

and thermal energy. Constitutive functions relate primary variables to secondary variables. 
Solution of the governing PDEs occurs by the integral volume finite difference method. The 
governing equations that describe thermal and hydrogeologic flow processes are solved 
simultaneously using Newton-Raphson iteration to resolve the non-linearities in the 
governing equations. Governing transport equations are PDEs for the conservation of solute 
mass. Solute mass conservation governing equations are solved sequentially, following the 
solution of the coupled flow equations (White and Oostrom 2006). 
 

 HYDROGEOCHEM is a set of finite element based reactive transport codes developed by 
Professor G. Yeh and his students over the last 20 years at the Pennsylvania State University 
and Central Florida University (Yeh and Tripathi 1990; Yeh et al. 2004).  
HYDROGEOCHEM couples geochemical reactions to flow, heat transfer and mass transport 
processes in 2 and 3 dimensions.  Over the past two decades, Sandia National Laboratories 
has been involved in several efforts to evaluate the use of the HYDROGEOCHEM family of 
codes.  The family of HYDROGEOCHEM codes also includes several geochemical codes 
that do not include transport:  (1) EQMOD: equilibrium geochemical speciation calculations 
that simulates aqueous complexation, surface adsorption, ion-exchange, 
precipitation/dissolution, and redox reactions; (2) KEMOD: A series of chemical speciation 
codes in which every chemical species can be treated as either an equilibrium-controlled or 
kinetically-controlled species.  The later versions have increasingly greater flexibility in 
simulating kinetically controlled reactions; (3) EQPITZ:  a geochemical equilibrium code 
based on EQMOD that uses the Pitzer equations to calculate activity coefficients up to 20M 
ionic strength; (4) EQMODCP:  a geochemical equilibrium modeling code that can simulate 
coprecipitation, in addition to the processes represented in EQMOD; (5) BIOGEOCHEM: a 
chemical speciation code and a preprocessor for HYDROGEOCHEM simulations.  This code 
is a descendant of the KEMOD code and includes additional features for simulation of 
microbial processes.  It incorporates a new paradigm of reaction-based approaches to 
biogeochemical processes (Fang et al. 2003) which allows description of the reaction system 
on an ad hoc empirical basis or in terms of more fundamental basic reactions. The modular 
nature of the HYDROGEOCHEM code family is an attractive feature for Waste IPSC.   
 

 CANTERA is a suite of object-oriented software tools for problems involving chemical 
kinetics, thermodynamics, and/or transport processes (http://code.google.com/p/cantera/). 
With Cantera's object technology, an architectural masterpiece (i.e., application program) can 
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be assembled from a set of very special bricks picked up at the Cantera quarry. Each "brick" 
(or object) represents some well-defined small component of the global structure. Some of 
the types (or classes) of objects Cantera provides represent: phases of matter, interfaces 
between these phases, reaction managers, time-dependent or steady reactor networks, and 
one-dimensional flows. Some of the areas where Cantera is used currently include 
combustion, flames structure, detonations, electrochemical energy conversion and storage, 
fuel cells, and batteries. Cantera 2.0 will add many new classes of objects, enabling Cantera 
to be used for many new applications and enabling several exciting new ways to interface 
with matlab and python. It's currently in its formative stages and is not working. 
 

 EQ3/6 is a chemical equilibrium code widely used in the geochemical community (Wolery 
and Jarek 2003). EQ3/6 performs two kinds of calculations pertaining to aqueous solutions 
and aqueous systems. The first kind is called a speciation-solubility calculation. Such a 
calculation is to describe the chemical and thermodynamic states of a solution for given 
chemical compositional constraints and equilibrium assumptions. The second kind of 
calculation is called a reaction-path calculation, which simulates the evolution of a chemical 
system as the overall reaction progress.  EQ3/6 does not have capability for flow transport. 
 

 DAKOTA (Design Analysis Kit for Optimization and Terascale Applications) is a software 
toolkit that provides a flexible and extensible interface between simulation codes and 
iterative analysis methods used in large-scale systems engineering optimization, uncertainty 
quantification, and sensitivity analysis (Eldred et al. 2002). Strictly speaking, DOKOTA is 
not a THCM code. However, it can be a good candidate as a performance assessment driver 
for THCM simulations (Wang et al. 2010). The DAKOTA toolkit can perform parameter 
optimization through the use of gradient and nongradient-based methods. It can also be used 
to conduct sensitivity analysis with the purpose of investigating variability in response to 
variations in model parameters using sampling methods such as Latin hypercube sampling 
(LHS), among others.  Further capabilities of the toolkit include uncertainty quantification 
with sampling, analytic reliability, and stochastic finite element methods; and parameter 
estimation with nonlinear least squares methods. These capabilities may be used on their own 
or as components within system models. By employing object oriented design to implement 
abstractions of the key components required for iterative systems analyses, the DAKOTA 
toolkit provides a flexible and extensible problem-solving environment for design and 
performance analysis of computational models on high performance computers.  
 

 SIERRA is a code suite built around a toolkit that provides code services and underpins the 
framework of the simulator.  The development of the SIERRA Mechanics code suite has 
been funded by the DOE Advanced Simulation and Computing (ASC) program for over ten 
years. The goal is the development of massively parallel multiphysics capabilities to support 
the Sandia National Laboratories’ engineering sciences mission. SIERRA Mechanics was 
designed and developed from its inception to run on the latest and most sophisticated 
massively parallel computing hardware; spanning the hardware compute space from a single 
workstation to compute systems with 1000’s of processors. The foundation of SIERRA 
Mechanics is the SIERRA toolkit which provides finite element application code services 
such as: (1) mesh and field data management, both parallel and distributed, (2) transfer 
operators for mapping field variables from one mechanics application to another, (3) a 
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solution controller for code coupling, and (4) included third party libraries (e.g. solver 
libraries, MPI communications package, etc.). 

 
The SIERRA Mechanics code suite is comprised of application codes that address specific 
physics regimes. Included are thermal and fluid mechanics analysis codes; solid mechanics 
and structural dynamics codes; and software development tools used by the SIERRA 
Mechanics codes for configuration management, software builds, and release management. 
The two SIERRA Mechanics codes which are used in the THCM coupling are SIERRA/FD 
(Aria) and SIERRA/SM (Adagio). The suite of physics currently supported by Aria includes 
the incompressible Navier-Stokes equations; the energy transport equation; species transport 
equations; as well as generalized scalar, vector and tensor transport equations. A saturated 
porous flow capability is a recent addition to Aria, and multiphase porous flow is under 
development. Aria also has some basic geochemistry functionality available through existing 
chemistry packages such as Chemeq and Cantera. The solid mechanics portion of the THCM 
coupling is handled by Adagio which solves for the quasistatic, large deformation, large 
strain behavior of nonlinear solids in three-dimensions. Adagio has some discriminating 
technology that has been developed at Sandia for analyzing problems in solid mechanics. 
This technology involves the use of matrix-free iterative solution algorithms that allow 
extremely large and highly nonlinear problems to be solved efficiently. This technology also 
lends itself to effective and scalable implementation on massively parallel computers. The 
THCM coupling is done through a solution controller within SIERRA Mechanics called 
Arpeggio (Edwards 2002; Notz et al. 2007; SIERRA Mechanics Team 2010a; SIERRA 
Mechanics Team 2010b). 

The codes described above appear to have significant capability in the THC coupled-physics 
realm, with capability of varying degrees in terms of reactive transport, from fledgling 
(SIERRA) to advanced (TOUGHREACT, HYDROGEOCHEM).  However, there is an apparent 
lack of complete coupling of mechanical (M) capability in all but one of them (SIERRA).  While 
two of the codes, TOUGHREACT and FEHM, appear to have attempted a coupling of 
mechanical capability, it is unknown if this is a “standard” capability of the respective code or if 
it is a one-off capability.  For example there is a variant of TOUGH (TOUGH+/Hydrate) that has 
been coupled to the commercial geomechanics code, FLAC 3D (Itasca 2008), but it is not clear if 
all of the TOUGHREACT capability is available in this version.  Similarly, the FEHM website 
(FEHM 2010) lists a “coupled stress module” as a capability, but it is not clear what behavior 
this module is capable of modeling on the mechanical side or if the capability is a general 
capability that could address the mechanical response that needs to be addressed for the Waste 
IPSC (e.g., hard rock/granite, clay/shale, and salt in the geosphere).  The SIERRA suite of codes 
was designed to seamlessly permit multiple physics to be coupled and SIERRA’s multiphysics 
coupling capability using SIERRA/FD to SIERRA/SM (Aria/Adagio) has recently been 
demonstrated (Stone et al. 2010; Hansen et al. 2010). 
 
Large gaps also exist in modeling chemical processes and their couplings with other processes. 
First of all, there is no single code is able to fully account for all physical and chemical processes 
involved in the near field of a disposal system. For example, EQ3/6, which is widely used in 
nuclear waste management, is not able to simulate surface complexation, microbial reactions, 
radiolysis, and the partitioning of a chemical speciation between aqueous and gaseous phases 
(because it does not explicitly calculate the volume of gaseous phase). Second, the coupling of 
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chemical processes with flow transport and mechanical deformation remains challenging. The 
resulting mathematical equations are generally nonlinear, involve sharp moving reaction fronts, 
and need to be solved over a large span of time scales, thus posing a serious issue for numerical 
solutions. Third, the data for extreme environments (e.g., for elevated temperature) that are 
needed for repository modeling are severely lacking. In addition, most of existing reactive 
transport codes were developed for non-radioactive contaminants, and they need to be adapted to 
account for radionuclide decay and ingrowth. 
 
Because the problems of interest for the Waste IPSC are likely to result in relatively large 
computational models, a compact memory-usage footprint and a fast/robust solution procedure 
will be needed.  This latter requirement points to the need for explicit solution methods that 
provide such a computational advantage over more traditional solution techniques (Arguello et 
al. 1998).  Again, because of the relatively large computational models that are anticipated to be 
needed, a robust massively parallel processing (MPP) capability will also be required to provide 
reasonable turnaround times on the analyses that will be performed with the code.  Finally, 
because the Waste IPSC applications will entail multiphysics, an effective and robust framework 
that will allow the efficient coupling of various physics to occur seamlessly is needed.  Such a 
framework will need to provide an assortment of time-stepping and physics-coupling algorithms 
or strategies that permit physics of disparate time-scales and length-scales to be solved 
efficiently.  Some of these frameworks and infrastructure needs are described in Section 5. 
 
The capability of the codes described above to perform in a MPP environment is unclear, based 
on the available information.  It appears that there is a variant of TOUGH2, called TOUGH2-MP 
(Zhang et al. 2008), that is intended for large-scale and high performance simulations running on 
distributed-memory or shared-memory parallel computers, including supercomputers, Linux 
clusters, workstations and multi-core personal computers.  However, it is unclear if this 
capability is general and if there is an MPP version of TOUGHREACT.  There is no explicit 
mention of a massively parallel capability in FEHM on the website (FEHM 2010) or in the 
User’s Manual (Dash 2006), but the section on “Research Priorities” in Zyvoloski (2007), 
indicates that there may be an effort underway in this direction.  As for SIERRA, the MPP 
capability was designed and developed from its inception into the code suite, so of the four 
simulators assessed, its MPP capability is without question and has been demonstrated on 
numerous applications (Stone et al. 2010; Hansen et al. 2010). 
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5. FRAMEWORKS AND INFRASTRUCTURE 
 
Verification, validation, and uncertainty quantification will be applied with varying levels of 
formality to modeling and simulation capabilities, as specified in the Waste IPSC V&V Plan 
(Edwards et al. 2010).  Implementation of these activities requires software frameworks and an 
enabling infrastructure as described in that V&V plan. 
  
 
5.1. Enabling Infrastructure and Foundational Services  
 
The Enabling Infrastructure is required to support the practices and Quality Environment defined 
in the Waste IPSC V&V Plan (Edwards et al. 2010).  The Quality Environment is where 
developed and acquired code and data are imported for testing and assessment (Figure 5-1).   
 
 

 
 
 
 
 
The Enabling Infrastructure is also required to support the challenge problem and milestones 
identified in Freeze et al. (2010).  Many tools and capabilities of the Enabling Infrastructure will 
be needed for FY11 tasks and milestones.  These tools and capabilities are identified in Table 5-1 
in the areas of configuration management, requirements management, and project management.  
Additional details are provided in the following subsections.   
 

Development 
Environment 

Development 
Environment 

Development 
Environment 

NEAMS 
Waste IPSC 

Quality 
Environment 

End-User’s 
Environment 

End-User’s 
Environment 

End-User’s 
Environment 

Figure 5-1.  Flow of modeling and simulation capabilities from Development  
through Quality to End-User Environments 
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Table 5-1.  Enabling Infrastructure – Tool Identification and Gap Analysis 
 

Area Need Priority Selected Tool Known Comparable Tools
Configuration  
Management 

version control high Git CVS, SVN 
software build high CMake make, pmake, imake, bjam 
issue tracking high TBD Trac, Bugzilla, Tracker 
change request low   
test harness high TBD CTest, CDash 
software deployment Low   

Requirements 
Management 

link requirements, 
FEPs, tasks, codes, 
tests 

medium TBD  DOORS, ReqPro, TcSE, 
Polarion, MS Excel Spreadsheet, 
MS Access Database 

Project 
Management 

team communication High TBD  Wiki pages, Trac, Sharepoint, 
TeamForge 

project-wide 
communication 

High project wide 
decision 

project-wide decision 

planning and 
scheduling 

High TBD  Trac, MS Project, TeamForge 

task management High TBD  Trac, Sharepoint, Rally, 
TeamForge 

Note: TBD = tool selection is to be determined 

 
5.1.1. Configuration Management 
 
The git and CMake (cross-platform make) tools have been selected for version control and 
software build.  Both are open source, run on both Linux and Windows systems, and are in use 
successfully by other large code development projects at Sandia. 
 
The test harness decision is not final at this time.  The CTest tool and the associated CDash 
interface are delivered as part of CMake.  This would be convenient.  However, a full analysis of 
test needs, available tools, and ability to interface with git and CMake has not been conducted.  
This will be completed by December 2010. 
 
The issue tracking tool has not been selected.  The desired functionalities of issue tracking in 
relationship to Project Management, Requirements Management and other Configuration 
Management areas have not been defined.  A decision on an issue tracking tool will also be 
completed by December 2010. 
 
5.1.2. Requirements Management 
 
There are many requirements management tools, ranging from simple to perhaps more complex 
than we need.  The requirements management tool will manage requirements, FEPs, and the 
linkage of these to project management tasks, and to configuration-managed codes and tests.  A 
design for the desired use of this tool is necessary before the tool is selected. 
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5.1.3. Project Management  
 
Decisions regarding program-wide and Waste IPSC inter-team communication are being 
considered.  These tools and processes must be decided upon and implemented soon or the lack 
of program/team communication will impact productivity. 
 
Other task management and planning/scheduling tools will probably be selected by their ability 
to interface easily with the communication tools.  This decision will follow the project and team 
communication decisions. 
 
Quality Environment Plans for FY11 (in anticipated order) 

 
 Set up Quality Environment configurations like access and directory structure on the 

Quality Environment server. 
 Install and test the project and team communication tools and any processes/services 

needed for productive communication. 
 Install git and CMake and configure for Waste IPSC use. 
 Test the import of codes and data into the Quality Environment, the version controlling of 

changes, and the build and run of codes. 
 
5.2. Analysis Workflow Framework 
 
From the analysis workflow perspective an end-user runs a sequence of codes to carry out a 
particular analysis or assessment activity.  These codes typically include simulations, 
preprocessors for problem setup, postprocessors for analyzing results, and data manipulation 
utilities.  An analysis workflow framework supports the planning, performing, tracking, and 
reproducing of a sequence of steps for an analysis activity.  Each step potentially involves 
selecting and configuring a code to run, generating new inputs for the current step, selecting 
inputs from results generated by previous steps in the workflow, executing the code with these 
inputs, and archiving output results.  Sufficient information must be maintained to track and 
reproduce the workflow step.  In addition, workflow tracking information should document the 
end-users intent for each step in the workflow. 
 
5.2.1. Plan for Gap Analysis, Acquisition, and Development 
 
Management of the analysis workflow in computer-aided design and computer-aided engineering 
is a pervasive concern in industry and government laboratories.  This domain of this concern has 
been identified as product lifecycle management, product data management, simulation data 
management, or analysis data management.  Research and development in this domain is 
ongoing in multiple institutions, resulting in several potential commercial and public domain 
software frameworks.  Each framework has inherent assumptions regarding (1) how the 
framework will be used and (2) needs for flexibility or extensibility. 
 
The Waste IPSC plan for deployment of an analysis workflow framework assumes that there 
exists one or more suitable commercial, government laboratory, or public domain solutions for 
an analysis workflow framework.  The acquisition plan is as follows: 
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1. Seek collaborative programmatic partners to increase the likelihood of arriving at an 

analysis workflow framework that is shared by multiple DOE programs and laboratories. 
2. Survey existing studies in this domain to understand and articulate the major components, 

needs, and goals of analysis workflow frameworks and their major components. 
3. Identify the corresponding major components, needs, and goals that are required for the 

Waste IPSC. 
4. Survey existing commercial, government laboratory, and public domain solutions – the 

analysis workflow frameworks or framework components.  Leverage existing analogous 
surveys.  Perform this survey with programmatic partners. 

5. Evaluate the suitability of existing solutions.  Perform this evaluation with programmatic 
partners. 

6. Acquire an initial (prototype) analysis workflow framework, or acquire and integrate 
framework components.  This acquisition assumes that a suitable framework or 
framework components are identified.  

7. Apply the initial (prototype) framework to carry out the Waste IPSC challenge problem 
milestones and V&V and UQ assessments. 

8. Evaluate the application of the prototype framework to determine whether (a) the initial 
solution should is sufficient or (b) a new acquisition or development activity is warranted. 

 
5.2.2. Potential Collaborators  
 
DOE-NE Used Fuel Disposition (UFD) Campaign 
The UFD Campaign is exploring the deployment of an analysis workflow framework to support 
performance assessment for a range of nuclear waste disposal scenarios.  This framework is 
intended to support modeling and simulation capabilities at the PA scale, analogous to those 
modeling and simulation capabilities used in the Yucca Mountain Project (YMP).  The UFD 
campaign is currently utilizing the commercial product GoldSim, which was also used by YMP. 
 
The Waste IPSC established a dialogue with the UFD Campaign to share information and 
explore the potential for collaboration. 
 
DOE Advanced Simulation Capability for Environmental Management (ASCEM) 
The ASCEM program plan includes deployment of a framework for uncertainty quantification 
and data management.  This framework is intended to support modeling and simulation 
capabilities at the continuum scale with early priorities for transport phenomena in the far field 
and later priorities for coupled phenomena in the near field. 
 
The Waste IPSC has initiated a dialogue with ASCEM to explore potential collaboration for both 
frameworks and modeling and simulation capabilities. 
 
DOE Advanced Simulation and Computing (ASC) 
In November 2009 a study was commissioned by ASC at SNL to develop a set of analysis data 
management requirements and assess the ASC integrated DART Workbench against these 
requirements.  Several commercial products were also assessed against these requirements.  The 
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results of this study were presented in June 2010.  One result is a recommendation to perform a 
pilot project to acquire, exercise, and evaluate a commercial product. 
 
The Waste IPSC established a partnership with ASC at SNL with the objective of collaborating 
on this pilot project. 
 
5.2.3. Framework Components Needs and Goals 
 
Most of the frameworks needs and goals identified in this section are derived from and traceable 
to the sources identified in the following table.  The “label for identification” is used in 
subsequent tables in this section to reference these sources. 
 
Source Label for identification 

NEAMS Waste Forms and Systems Integrated Performance and 
Safety Codes System Design Specification (SNL 2009) 

NEAMS:Waste:SDS 

NEAMS Waste Integrated Performance and Safety Codes 
Verification and Validation Plan (Edwards et al. 2010) 

NEAMS:Waste:V&V 

SNL Framework Assessment Tool (Vaughn 2010) SNL:Vaughn 

ASC SNL Analysis Data Management (ADM) Study: 
Requirements and Recommendations Summary (Baca 2010) 

ASC:SNL:ADM 

 
The long-term viability of the Waste IPSC requires confidence in the sustainability of the 
selected analysis workflow framework components.  Sustainability goals are listed in the 
following table.  
 
Functional Goals Sources 

Support end-users at multiple independent sites. NEAMS:Waste:SDS 
NEAMS:Waste:V&V 

Support access from distributed sites. NEAMS:Waste:SDS 

Support multiple distributed work groups. ASC:SNL:ADM 

Support corporate enterprise / Sandia infrastructure. ASC:SNL:ADM 

Non-Functional Goals Sources 

Cost of acquisition and sustainment is affordable for the Waste 
IPSC program element and its end-users. 

ASC:SNL:ADM  

Cost of migration is affordable. ASC:SNL:ADM  

Confidence in supplier’s future viability and responsiveness for 
support, maintenance, and enhancement. 

ASC:SNL:ADM 

 
The major analysis workflow framework components of the Waste IPSC are identified with a 
brief statement of need for each framework component.  Subsequent tables list an initial set of 
goals for each identified framework component.  This initial set of needs and goals does not 
represent a comprehensive requirements analysis for an analysis workflow framework. 
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Analysis Workflow User Interface:  Interact with the user to define and executed the analysis 
workflow including (but not limited to) selection of codes and input files, generation or 
modification of input files, selection of execution servers, and specification of data management 
formality. 
 
Analysis Data Management: Manage analysis data including (but not limited to) problem 
description documents, representations or realizations of the physical system (e.g., meshed 
geometric representations), input files of parameters for numerical models (e.g., material 
properties, boundary conditions), numerical solution algorithm parameters, and output simulation 
results.  Analysis data management includes configuration management of files, descriptive 
meta-data, and provenance meta-data. 
 
Model Parameter Management:  Manage model parameters such as material properties and 
chemistry parameters.   Model parameter management includes configuration management of 
individual parameters, descriptive meta-data, and provenance meta-data. 
 
Code Execution Management: Manage execution of codes in the analysis workflow on the 
end-user’s local workstation and remote servers.  Execution management includes identification 
of all code inputs, movement of code inputs to the remote server as necessary, execution of the 
code, and movement of code outputs from the remote server as necessary. 
 
Iterative Analysis Tools:  Support an extensible collection of tools that iterate an analysis 
workflow with varying parameters; typically for the purpose of uncertainty quantification, 
sensitivity analysis, or optimization. 
 
Analysis Setup Tools: Support an extensible collection of analysis setup tools including (but not 
limited to) geometry definition and meshing, coupled code assembly, input file generation, 
uncertainty quantification sampling iterations.  
 
Post Processing Tools: Support an extensible collection of analysis results post processing tools 
including (but not limited to) plotting, visualization, animation, and statistical reductions. 
 
Data Exchange / Translation Tools:  Support an extensible collection of tools to translate 
analysis data files from the output format of one simulation or tool to the input format of another 
simulation or tool. 
 
Simulation Codes:  Support the extensible collection of codes that implement the Waste IPSC’s 
integrated modeling and simulation capabilities. 
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Analysis Workflow User/Client Interface  
 
Functional Goals Sources 

Assist the user in the design, creation, reuse, and update of 
workflows. 

SNL:Vaughn  
ASC:SNL:ADM 

Support system modeling by visually integrating subsystem models 
and provide traceability among integrated subsystems. 

SNL:Vaughn 
ASC:SNL:ADM 

Provide a method for generating environments, model inputs, and 
boundary conditions for the workflow without manual scripting/ 
assistance.  

SNL:Vaughn 

Support workflow management including executing and restarting 
workflow tools/codes. 

SNL:Vaughn 
ASC:SNL:ADM 

Provide an integration and regression test capability for workflows 
that can be used prior to execution. 

NEAMS:Waste:SDS 
NEAMS:Waste:V&V 

Fully integrated to SNL security infrastructure and able to support 
different levels of rigor. 

ASC:SNL:ADM 
NEAMS:Waste:SDS 

Services must be accessible and operable from other DOE sites. NEAMS:Waste:SDS 

Run in a Microsoft Windows environment. SNL:Vaughn 
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Analysis Data Management  
 
Functional Goals Sources 

Retention and retrieval of input and output data associated with 
specific analyses needed to reproduce computations. 

NEAMS:Waste:SDS 

Support defined and extensible provenance / traceability data and 
meta-data associated with the analysis data.  Traceability can 
include references to externally configuration managed data. 

NEAMS:Waste:SDS 
SNL:Vaughn 
ASC:SNL:ADM 

Provide long-term storage of results, inputs, and intermediate steps 
 

ASC:SNL:ADM 
NEAMS:Waste:SDS 

Support configuration management of data and meta-data.  
Configuration management includes support for data retention 
policies. 

NEAMS:Waste:SDS 
SNL:Vaughn 
ASC:SNL:ADM 

Support a definable analysis data management lifecycle. ASC:SNL:ADM 

Support accessible, searchable, and navigable meta-data and data. NEAMS:Waste:SDS  
SNL:Vaughn 
ASC:SNL:ADM 

Manage traceability to data that is distributed among computational 
resources. 

ASC:SNL:ADM 

Support security policies in regard to utilization of resources and 
accessibility to data. 

NEAMS:Waste:SDS 
ASC:SNL:ADM 

Handle large volumes of data; measured by both the number of 
files and the size of files. 

NEAMS:Waste:SDS 
ASC:SNL:ADM 

Manage analysis data files of varied and evolving formats ASC:SNL:ADM 

Report generation: including results, resources used, activity logs NEAMS:Waste:SDS 

Fully integrated to SNL security infrastructure and able to support 
different levels of rigor. 

ASC:SNL:ADM 
NEAMS:Waste:SDS 

Services must be accessible and operable from other DOE sites NEAMS:Waste:SDS 
 



81 

 Model Parameter Management  
 
Functional Goals Sources 

Support configuration management of model parameters such as 
material properties.  Management of parameters will be at a finer 
granularity as compared to analysis data files. 

NEAMS:Waste:SDS 

Support identification of models and versions of models using 
particular parameters or cohesive collections of parameters. 

NEAMS:Waste:SDS 
ASC:SNL:ADM 

Support association of uncertainties with model parameters. NEAMS:Waste:SDS 

Support traceability to source of parameters and uncertainties 
such as credible references, experimental results, and sub-
continuum-scale analyses. 

NEAMS:Waste:SDS 

Provide configuration management of the properties, tools, and 
codes and historic log of changes. 

SNL:Vaughn 
ASC:SNL:ADM  
NEAMS:Waste:SDS 
NEAMS:Waste:V&V 

Provide an extensible provenance / traceability / linkage of the 
properties, tools, and codes. 

SNL:Vaughn 
ASC:SNL:ADM  
NEAMS:Waste:SDS  

Allow the user to search and navigate properties, tools, and codes NEAMS:Waste:SDS  
ASC:SNL:ADM 

Fully integrated to SNL security infrastructure and able to support 
different levels of rigor 

ASC:SNL:ADM 
NEAMS:Waste:SDS 

Services must be accessible and operable from other DOE sites NEAMS:Waste:SDS 
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Code Execution Management  
 
Functional Goals Sources 

Provide and submit an integrated workflow of codes to local and 
remote Linux and Windows execution environments including high 
performance computing (HPC) clusters. 

ASC:SNL:ADM 
SNL:Vaughn 
ASC:SNL:ADM 

Provide and submit a portion of an integrated workflow of codes 
that inputs intermediate data saved from a previously executed 
workflow. 

SNL:Vaughn 

Provide for the reuse of previous results in new or modified 
workflows 

SNL:Vaughn 
ASC:SNL:ADM 

Provide for traceable movement of data between workflow 
tools/codes and between execution environments. 

NEAMS:Waste:SDS 
SNL:Vaughn 
ASC:SNL:ADM 

Provide for movement of data into and out of analysis data 
management. 

NEAMS:Waste:SDS 
SNL:Vaughn 

Support code execution with specified versions of input data 
obtained from analysis data management. 

NEAMS:Waste:SDS 

Track temporary/intermediate workflow data to support review and 
verification of that data even when that data is not explicitly 
configuration managed. 

NEAMS:Waste:SDS 

Support security policies in regard to utilization of resources and 
accessibility to data. 

NEAMS:Waste:SDS 

Track code execution history including codes executed, execution 
environment, data input, data output, and resources used.  
Traceability must be bidirectional. 

NEAMS:Waste:SDS 
SNL:Vaughn 

Provide an open and extensible interface for integrating tools and 
simulation codes from a variety of sources and a variety of 
sciences. 

SNL:Vaughn 
NEAMS:Waste:V&V 
ASC:SNL:ADM  

Support diverse analysis tools and a standardized and extensible 
interface for the inclusion of new analysis tools. 

NEAMS:Waste:V&V  
SNL:Vaughn 

Allow the inclusion of codes and data from a variety of sources and 
a variety of sciences to interface in workflows. 

NEAMS:Waste:V&V  
ASC:SNL:ADM 

Support background execution and data movement so that control 
is returned to the user prior to completion. Provide status on 
workflow progress including reported warnings/errors. 

ASC:SNL:ADM 

Support execution of tools and simulations on local Linux-based 
workstations, remote Linux-based servers, and remote HPC clusters 
with queuing system and local file systems. 

ASC:SNL:ADM 

Fully integrated to SNL security infrastructure and able to support 
different levels of rigor. 

ASC:SNL:ADM 
NEAMS:Waste:SDS 

Services must be accessible and operable from other DOE sites NEAMS:Waste:SDS 
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Iterative Analysis Tools 
 
Functional Goals Sources 
Support iterative execution in support of sampling-based 
uncertainty quantification and optimization workflows.  

SNL:Vaughn 

Support tools to perform sensitivity analysis and uncertainty 
analysis. 

SNL:Vaughn 

Ability to perform sensitivity analysis and uncertainty analysis SNL:Vaughn 
Support at least LHS MC probabilistic analyses where the end-user 
has control over sampling attributes. 

SNL:Vaughn 

Support analyses of both epistemic and aleatory uncertainty. SNL:Vaughn 
 
Analysis Setup Tools 
 
Functional Goals Sources 
Support an extensible collection of analysis setup tools and a 
standardized interface for the inclusion of new tools. 

NEAMS:Waste:V&V 

Support tools for pre-processing tools including input file 
generation. 

ASC:SNL:ADM  
 

Support tools for geometry definition and meshing (and other 
scientific analysis) 

NEAMS:Waste:V&V 

Support tools for coupled code assembly.  
 
Post Processing Tools 
 
Functional Goals Sources 
Support an extensible collection of post-processing tools and a 
standardized interface for the inclusion of new tools. 

NEAMS:Waste:V&V 
ASC:SNL:ADM 

Support post processing tools including plotting, visualization, 
animation, and statistical reductions. 

 

 
Data Exchange / Translation Tools 
 
Functional Goals Sources 
Translate analysis data files from the output format of one 
simulation or tool to the input format of another simulation or tool. 

ASC:SNL:ADM 
 

 
Simulation Codes 
 
Functional Goals Sources 
Support an extensible collection of simulation codes and a 
standardized interface for the inclusion of new codes. 

NEAMS:Waste:V&V 

Support the collection of codes that implement the Waste IPSC 
integrated modeling and simulation capabilities. 

NEAMS:Waste:V&V 
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5.2.4. Survey of Existing Solutions 
 
An initial survey of existing analysis workflow frameworks and framework components 
identified the public domain, commercial domain, and U.S. government laboratories is listed 
here.  This initial list is not exhaustive and other potential solutions may be identified through 
dialogue with the potential collaborators (Section 5.2.2).  The descriptions given are summaries 
of information provided by the companies or organizations and are not objective evaluation of 
the tools.  Each of these solutions addresses some of the identified needs and goals.  A 
systematic evaluation is in progress. 
 
Public Domain 

 SALOME: Open CASCADE and consortium of partners  

SALOME is a Linux platform for pre- and post-processing and integration of external 
third-party numerical codes for geometry, mesh and solver computations.  
http://www.salome-platform.org 

 Kepler: Kepler Project Team (core team are from branches of University of California) 

Kepler is a java-based application that is maintained for Windows, OSX, and Linux 
and helps scientific users share and reuse data, workflows, and components to address 
common needs.  https://kepler-project.org   

 OpenTURNS: partnership of three French/European companies 

OpenTURNS is Unix/Linux software to perform probabilistic studies including 
quantifying uncertainty, propagating and ranking uncertainty, and sensitivity analysis.  
http://trac.openturns.org  

 
Commercial 

 GoldSim: GoldSim Technology Group 

GoldSim is a hybrid of several simulation approaches, combining a Monte Carlo 
simulator, system dynamics, and discrete event simulation. http://www.goldsim.com 

 PHX AnalysisLibrary: Phoenix Integration, Inc. 

 AnalysisLibrary is a managed shared file system that organizes and stores 
engineering data for search and reuse and that builds on tools and techniques used by 
the team.  http://www.phoenix-int.com/software/data_management.php  

 PHX ModelCenter: Phoenix Integration, Inc. 

PHX ModelCenter graphically integrates analysis programs, passes design parameters 
from one program to another, integrates with simulation and optimization plug-ins, 
and contains a tool for incorporating or wrapping other algorithms/applications.   
http://www.phoenix-int.com/software/phx_modelcenter.php  
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 Windchill: Parametric Technology Corporation (PTC) 

Windchill is PTC's Product Lifecycle Management software for managing product 
content and processes.  http://www.ptc.com/products/windchill/  

 TeamCenter: Siemens  

TeamCenter provides a family of tools that includes a development environment for 
scientific software, a simulation environment, workflow capabilities, and 
system/requirements management.  
http://www.plm.automation.siemens.com/en_us/products/teamcenter  

 SimManager: MSC Software 

SimManager is a build and test management system that manages and automates 
simulations and workflows and supports third party applications and tools.  
http://www.mscsoftware.com/Products/Virtual-Build-And-Test-
Management/SimManager.aspx  

 HyperWorks Enterprise: Altair Engineering 

HyperWorks provides an open-architecture solution including modeling, analysis, 
visualization and data management solutions for linear, nonlinear, structural 
optimization, fluid-structure interaction, and multi-body dynamics applications. 

http://www.altairhyperworks.com  

 Workbench and EKM: ANSYS 

Workbench ties together the multiphysics analysis simulation process, automates 
parameter management, and integrates optimization tools.  Workbench connects to 
Engineering Knowledge Manager (EKM) to provide a centralized repository for data 
and process storage and management. http://www.ansys.com/products/ekm  

 Abaqus: SIMULIA/Dassault Systemes  
            (there is also an independent CATIA Community for Dassault Systemes tools) 

Abaqus is a family of tools that includes multiphysics solutions and simulation, data, 
and process management.  http://www.3ds.com/products/simulia/overview  

 Simulation Data Management Framework: Engineous Software, Inc. 

Engineous Software was acquired by Dassault Systemes in 2008 with the intention of 
improving Abaqus. 
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 OpenPDM: PROSTEP, Inc. 

OpenPDM is a cross-system product data management (PDM) and integration tool 
for improving the coordination of distributed development processes and lifecycle 
management.  http://www.prostep.com/our-products/openpdm/?L=1  

 OPTIMUS: Noesis Solutions 

Noesis Solutions was acquired by Tokyo-based Cybernet Systems in July 2010. 
Optimus automates simulation tasks across multiple engineering disciplines, assists 
with optimization and Design of Experiments (DOE), and links to legacy and third 
party codes and models.  
http://www.noesissolutions.com/index.php?col=/products&doc=optimus  

 
US Government Laboratory 

 DART Workbench : Sandia National Laboratories 

A collection of integrated software tools to help analysts reduce the time required to 
build, analyze, and understand complex finite element analysis simulations. It 
provides convenient resource links, file management, metadata editor, tools for 
teaming, the ability to add engineering notes to objects, and model management 
capabilities.  https://dta.ran.sandia.gov/dart/  
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6. SUMMARY 
 
This year-end progress report documents the FY10 status of the acquisition, development, and 
integration of code capabilities supporting the NEAMS Waste IPSC.  Activities in FY10 focused 
on performing initial gap analyses to identify candidate codes and tools to support (1) multi-
fidelity THCM modeling and simulation capabilities, and (2) frameworks and enabling 
infrastructure.  The current Waste IPSC strategy is to acquire and integrate the necessary Waste 
IPSC capabilities wherever feasible, and develop only those capabilities that cannot be acquired 
or suitably integrated, verified, or validated.   
 
The Waste IPSC gap analysis is a continuing process and the analysis documented in this report 
serves only as a starting point for a full analysis planned to be conducted in future years.  Further 
development and integration of THCM code capabilities and frameworks and enabling 
infrastructure will be documented in future reports over the multi-year duration of the project.  
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APPENDIX A:  REACTIVE TRANSPORT CODES 
 
Table A-1 lists reactive transport codes with certain THC capabilities that are potentially relevant to the Waste IPSC. 
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Table A-1.  Reactive Transport Codes with THC Capabilities Potentially Relevant to the Waste IPSC 
 

Model Name Dim. 

Processes and Approaches 

Activity models 
Sorption 
models 

Solver 
Appr. 

Num. 
Meth. Notes Flow 

Ther-
mal 

Chem. 
Tran-
sport 

Reactions 
Aq. 

Com-
plex Sorp P/D Bio 

FLOTRAN 
family 

FLOTRAN  
(LANL) 

1D/ 
2D/ 
3D 

MF Yes MC EK EK EK No 
Davies,  

extended Debye-
Huckel (B-dot) 

SCM? + IE SNIA FD Includes colloid transport. 

PFLOTRAN  
(LANL) 

1D/ 
2D/ 
3D 

MF Yes MC EK? EK? EK No? ? ? ? FV 
Massively parallel.  Based on earlier 
FLOTRAN. 

CORE 
family 

CORE2D  V.2 
2D/ 
3Da 

VF Yes MC EQ EQ EK No 
extended Debye-
Huckel (B-dot) 

DLM, LI, 
IE 

SIA FE 
Based in part on the earlier code 
TRANQUI.   

FADES-
CORE,  
INVERSE-
FADES-
CORE 

2D/ 
3Da 

VF Yes MC EQ EQ EK No 
extended Debye-
Huckel (B-dot) 

DLM, LI, 
IE 

SIA FE 

THMC code, created by coupling CORE2D 
version 2 with FADES, a soil THM code.  
An inverse-modeling version (INVERSE-
FADES-CORE) is available.  

Bio-CORE2D  
(LBNL) 
(Zhang 
2001) 

2D/ 
3Da 

VF Yes MC EQ EQ EK Yes 
extended Debye-
Huckel (B-dot), 

Pitzer 

DLM, LI, 
IE 

SIA FE 

Based on CORE2D V. 2.  Implements a large 
suite of biological processes.  One version 
of Bio-CORE2D has implemented the Pitzer 
model.   

CORE2D  V.4  
(LBNL) 
(Sampler et 
al. 2003; 
Yang and 
Sampler 
2007) 

2D/ 
3Da 

VF Yes MC EK EQ EK Yes 
extended Debye-
Huckel (B-dot) 

DLM, LI, 
NLI, IE 

SIA/ 
SNIA/ 
SPIA 

FE 

This version incorporates the biological 
reactions from Bio-CORE2D and the inverse 
modeling capabilities of INVERSE-CORE 
and other changes; it does not include 
mechanical deformation.    
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Table A-1.  Reactive Transport Codes with THC Capabilities Potentially Relevant to the Waste IPSC 
 

Model Name Dim. 

Processes and Approaches 

Activity models 
Sorption 
models 

Solver 
Appr. 

Num. 
Meth. Notes Flow 

Ther-
mal 

Chem. 
Tran-
sport 

Reactions 
Aq. 

Com-
plex Sorp P/D Bio 

MT3DMS 
family 

MT3DMS 3D No Yesb MC No Emp No No N/A LI SNIA FD* 

Transport code that is designed to couple 
readily with MODFLOW.  *Also does 
particle tracking and total-variation-
diminishing.   

RT3D  
(PNNL) 

3D No Yesb MC No Emp No Yes N/A 

LI, NLI, 
implement 
sorption 
kinetics 

SNIA FD 

Based on MT3DMS, requires coupling with 
MODFLOW for flow.  Used to perform 
calculations of subsurface transport and 
biodegradation of organic contaminants, 
primarily in support of natural attenuation 
studies.  

SEAM3D  
(US Army 
Engineer 
R&D Center) 

3D No Yesb MC No Emp No Yes N/A LI SNIA FD 

Based on MT3DMS, requires coupling with 
MODFLOW for flow.   Used to perform 
calculations of subsurface transport and 
biodegradation of organic contaminants. 

SEAWAT  
(USGS) 

3D SF Yes MC No No No No N/A N/A SNIA FD 

A code SEAWAT combines MT3DMS and 
MODFLOW under conditions of changing 
density.  Designed to model salt-water 
intrusion into freshwater aquifers.  This 
code does consider effects of thermally-
driven differences in density or thermally-
driven flow (convection).  

PH3TD 3D SF Yesb MC EKc EK EK No 
Davies, extended 
Debye-Huckele 

DM, NEM SNIA FD Based on PHREEQC V.2 and MT3DMS.   

PHWAT 3D SF Yes MC EKc EK EK No 
Davies, extended 
Debye-Huckele 

DM, NEM SNIA FD 
Based on coupling SEAWAT and 
PHREEQC V.2, this code does consider 
thermal effects on flow (e.g., convection).     
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Table A-1.  Reactive Transport Codes with THC Capabilities Potentially Relevant to the Waste IPSC 
 

Model Name Dim. 

Processes and Approaches 

Activity models 
Sorption 
models 

Solver 
Appr. 

Num. 
Meth. Notes Flow 

Ther-
mal 

Chem. 
Tran-
sport 

Reactions 
Aq. 

Com-
plex Sorp P/D Bio 

Other codes 
utilizing 
PHREEQC 
for chemistry 

PHREEQC 1D SF Yes* MC EKc EK EK 
Yes 

(KI?) 

Davies, extended 
Debye-Huckel, 

WATEQ Debye-
Huckel, Pitzer, 

SIT 

DM, NEM, 
CDM 

SIA FD 

* Incorporates the effects of heat on 
transport (reaction kinetics, diffusion and 
dispersion), but not on flow (e.g., no 
convection).   

PHAST 3D Yes No MC EKc EK EK 
Yes 

(KI?) 

Davies, extended 
Debye-Huckel, 

WATEQ Debye-
Huckel, Pitzer, 

SIT 

DM, NEM, 
CDM 

SNIA FD 
Based on PHREEQC V.2 and HST3D. 
Updated regularly.  Parallel version 
available. 

HP1  
(SCK-CEN) 

1D VF Yes* MC EKc EK EK No 

Davies, extended 
Debye-Huckel, 

WATEQ Debye-
Huckele 

DM, NEM SNIA FE 

Couples HYDRUS-1D and PHREEQC V.2.    
* Incorporates the effects of heat on 
transport (reactions, diffision and 
dispersion), but not on flow (e.g., no 
convection).   

Codes 
utilizing 
CHESS for 
chemistry 

ALLIANCE  
(CAST3M; 
CASTEM)  
(CEA) 

1D/ 
2D/ 
3D 

? Yes MC EQ EK EK No 

Debye Huckel, 
extended Debye 
Huckel (B-dot), 

Davies 

CCM, 
DLM, 
NEM 

SIA 
MFE, 

FV 

Developed by the CEA, combines 
CAST3M (hydromechanical code), with 
CHESS (chemistry).  

CHEMTRAP  
(Lucille et al. 
2000) 

2D/ 
3D 

VF No MC EQ EK EK No 

Debye Huckel, 
extended Debye 
Huckel (B-dot), 

Davies 

CCM, 
DLM, 
NEM 

SIA FE 
Based on coupling of SUBIEF (transport) 
and CHESS (chemistry). 

HYTEC  
(van der Lee 
et al. 2002; 
van der Lee 
et al. 2003) 

1D/ 
2D/ 
3D 

VF Yes MC EQ 
EK    

(EQ?) 
EK No 

Debye Huckel, 
extended Debye 
Huckel (B-dot), 

Davies 

CCM, 
DLM, 

NEM, IC 
SIA 

FD, 
FE, 
FV 

Modular code, based on the chemical 
speciation code CHESS, coupled with one 
of three flow and transport codes: RT1D 
(1D, FD), METIS (2D/3D, FE), and R2D2 
(2D, FV).  Includes colloidal transport.  
Parallel version available.    
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Table A-1.  Reactive Transport Codes with THC Capabilities Potentially Relevant to the Waste IPSC 
 

Model Name Dim. 

Processes and Approaches 

Activity models 
Sorption 
models 

Solver 
Appr. 

Num. 
Meth. Notes Flow 

Ther-
mal 

Chem. 
Tran-
sport 

Reactions 
Aq. 

Com-
plex Sorp P/D Bio 

CRUNCH  
2D/ 
3D 

VF Yes MC EQ EQ KI Yes 
extended Debye-

Huckel   
DLM, 

NEM, IE 
DSA, 
SIA 

IFV 

Based on codes OS3D and GIMRT.  
Implements radioactive decay chains.  
OS3D simulations are up to 3D and 
implement SIA; GIMRT simulations are up 
to 2D, and implement DSA (global 
implicit).  Restricted to orthogonal grids.   

FEHM  
(LANL) 

1D/ 
2D/ 
3D 

MF, 
VF 

Yes MC* EK* Emp. KI Yesd 
All activities 

assumed to be 
unity? 

LI and 
NLI, with 
kinetics 

? CVFE 

Uses particle tracking to model transport.  
*Up to 10 solutes with chemical reactions 
between each.  Reactions can be kinetic 
(e.g., biodegradation).   

FEMWATER 
(WES) 

3D VF No SC No Emp No KI N/A LI, NLI SIA 
FE/ 

FE-LE 
  

FRACHEM  
(CGR) 

3D SF Yes MC EQ No EK No Pitzer N/A SNIA FE 
Based on CHEMTOUGH2 (chemistry) and 
FRACTure (flow in fractured, porous rock) 

GeoSysBRNS  
(Centler et al. 2010) 

1D/ 
2D/ 
3D 

MF, 
VF 

Yes MC EK? EK? EK EK ? ? SNIA FE 

Couples Biogeochemical Reaction Network 
Simulator (BRNS) with GeoSys, a THM 
flow and transport simulator.  Current 
version does not account for changes in 
porosity due to mineral prrecipitation.  
Parallel version available. 

GWB professional 
1D/ 
2D 

No* Yes MC EK ? EK ? 
Debye Huckel, 

Pitzer 
? ? ? 

*Flow fields imported as a table or from 
MODFLOW 

HYDROGEOCHEM 4.1/5.1  
2D/ 
3D 

VF Yes MC EK EK EK EK 
Davies equation, 

and ? 

CCM, 
DLM, 
TLM 

DSA, 
SIA 

FE, 
FE-LE 

Version 4.1 is 2D; version 5.1 is 3D.  These 
versions of HYDROGEOCHEM appear to 
incorporate all capabilities of earlier 
versions, as well as of of the codes 
developed in parallel (LEHGC, 
HYDROBIOGEOCHEM and HGBC123). 
Note that (1) applications are limited to 
single fluid phase flows and (2) dual-
porosity media cannot be effectively dealt 
with.    

HYDRUS (2D/3D) 
2D/ 
3D 

VF Yes MC No* 
Emp-

KI 
No Yesd N/A 

EI; LI and 
NLI; uses 
two-site 
sorption 

(fast-slow) 
for 

sorption 
kinetics 

SNIA FE Includes colloidal transport.   
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Table A-1.  Reactive Transport Codes with THC Capabilities Potentially Relevant to the Waste IPSC 
 

Model Name Dim. 

Processes and Approaches 

Activity models 
Sorption 
models 

Solver 
Appr. 

Num. 
Meth. Notes Flow 

Ther-
mal 

Chem. 
Tran-
sport 

Reactions 
Aq. 

Com-
plex Sorp P/D Bio 

MCOTAC  
(PSI) 

1D/ 
2D 

? ? MC EQ 
Emp. 
+ ? 

EK No ? 
LI, 

SCM(?) 
SNIA FD Does not include matrix diffusion. 

MIN3P 
 (UBC) 

1D/ 
2D/ 
3D 

VF  No MC EK EQ KI Yesd 
extended Debye 
Huckel, Davies, 

Pitzer 
NEM, IE DSA FV  

MULTIFLO  
(SWRI-CNWRA) 

1D/ 
2D/ 
3D 

MF Yes MC EK Yes? KI No? ? ? ? IFD?   

NUFT-C 
( LLNL) 

1D/ 
2D/ 
3D 

MF, 
VF 

Yes MC EQ ? KI No 
extended Debye-
Huckel (B-dot) 

? SIA IFD Massively parallel.   

POLLUTRANS  
(Kuechler and Noack 2002) 

1D VF No MC EQ No KI No Davies equation N/A SIA 
IFD 
(FV) 

Calculates transport of water and pollutants 
downward through the unsaturated zone.   

RETRASO-CODEBRIGHT 
 (Saaltink et al. 2005)  

1D/ 
2D/ 
3D 

MF Yes MC EQ EQ EK No 
extended Debye-
Huckel  (B-dot)   

CCM, DM, 
TM, IE 

DSA FE 

Formed by combining of RETRASO 
(reactive transport) with CODEBRIGHT 
(multiphase THM--but the mechanical part 
was not implemented in RETRASO-
CODEBRIGHT)--these codes were not 
coupled, but combined (hence the DSA 
solver).   

SMART 
1D/ 
2D/ 
3D 

VF No SC No? Emp No Yesd N/A? 

LI, NLI, 
and uses 

intraparticl
e diffusion 
to capture 
kinetics.  

? ? 

Streamtube Model for Advective and 
Reactive Transport.  Commonly used for 
organic transport through soils.  Not truly 
multidimensional, as it converts everything 
to 1D streamtubes. 

STORM  
(PNNL) 

3D MF Yes MC EK Emp. KI Yesd 
extended Debye 
Huckel (B-dot) 

LI SIA FD 
Parallel version available.  Implements 
radioactive decay.   

TOUGHREACT  
(LBNL) 

1D/ 
2D/ 
3D 

MF Yes MC 
EQ 

(EK*) 

No  
(Emp-

K*) 
EK 

No 
(Yes*) 

extended Debye-
Huckel (Pitzer in 

unreleased 
version) 

N/A 
SIA/ 
SNIA 

IFDM 
(FV) 

* Xu(2006) created a version of 
TOUGHREACT with reaction kinetics for 
aqueous species, and kinetic biodegradation 
and sorption (Kd-based).  

STOMP  
(PNNL)  
(White and McGrail 2005) 

3D VF* No* MC EK Emp. KI KI 
Davies, extended 

Debye Huckel 
(B-dot), Pitzer 

LI with 
kinetics 

SNIA FD 

STOMP represents a series of modules that 
can be coupled together.  Some modules are 
available in parallel versions.  Biological 
reactions are incorporated through use of a 
preprocessor (BIOGEOCHEM).  *Some 
versions of STOMP do multiphase, non-
isothermal flow, but the version coupled 
with the chemical module does not.   



A-7 

Table A-1.  Reactive Transport Codes with THC Capabilities Potentially Relevant to the Waste IPSC 
 

Model Name Dim. 

Processes and Approaches 

Activity models 
Sorption 
models 

Solver 
Appr. 

Num. 
Meth. Notes Flow 

Ther-
mal 

Chem. 
Tran-
sport 

Reactions 
Aq. 

Com-
plex Sorp P/D Bio 

UTCHEM 3D MF No MC EQ Emp. 
EQ/KI

* 
Yesd 

All activities 
assumed to be 

unity 
LI, NLI ? FD 

Chemical flooding simulator for oilfield 
reservoirs and for bioremediation of 
organics in aquifers.  Chemical database is 
limited to reactions important to these 
processes.   
* Precipitation/dissolution of minerals is 
handled as an equilibrium process, but gels 
are treated as a kinetic process.  Organics 
dissolve kinetically. 

3FLO  
(ITASCA) 

3D VF No? MC Yes? Yes? KI? No? ? ? ? 
FE, 

MFE 

Simulates flow in fracture networks as a 3D 
network of 1D pipes or channels.  Simulates 
transport by the random walk (particle 
tracking) method. 

a.  Members of the CORE family can only do 3-D for axially symmetric cases. 

b.  These members of the MT3DMS family of codes do not explicitly model heat transport, but include it by reformulating it into solute transport expressions.  These codes do not consider the effects of thermally-
related changes in density or thermally-driven flow (convection). 

c.  Codes implementing PHREEQC as the chemistry solver can apply kinetics to aqueous species reactions, but only if the species are redefined in the database as solution master species. 

d.  These codes implement biodegradation only, through kinetic reactions 

e.  PHREEQC V.2 now includes Pitzer and SIT activity models--it is not clear if several of the models that use PHREEQC for chemistry can use the newer version.  Presumably, if coupling is done externally, they can. 

 

Legend/Acronyms for Table A-1 
 

SF - Saturated flow      SIA - Sequential iterative approach  
VF - Variably saturated flow      SNIA - Sequential noniterative approach 
MF - Multiphase flow      SPIA - Sequential partly interative approach 
SC - Single component     DSA - Direct substitution approach (same as Global implicit method, GIM) 
MC - Multicomponent     FE - Finite element 
EQ - Equilibrium reactions      FV - Finite volume 
KI - Kinetic reactions      FD - Finite difference 
EK - Mixed equilibrium-kinetic reactions    IFD - Integrated finite difference (equivalent to finite volume) 
Emp. - Empirical      MFE - Mixed-hybrid finite elements 
LI - linear isotherm       CVFE - Control volume finite element 
NLI - non-linear isotherm (e.g., Freundlich, Langmuir)    LE - Lagrangian-Eulerian 
SCM - surface complexation model 
SDM - diffuse layer model 
DLM - double-layer model 
TLM - triple-layer model 
CCM - constant capacitance model 
CDM - CD-MUSIC model 
NEM - non-electrostatic model 
IE - ion exchange 
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